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Climate variability in the Southern Hemisphereisre-
ceiving increasing attention due to both the large green-
house gas—forced response that many climate models
exhibit in polar regions (Houghton et al. 2001), and
observed recent trends in the southern annular mode
(SAM) index (Thompson and Solomon 2002; Thomp-
son et a. 2000). Hall and Visbeck (2002) described
regional impacts of the SAM in a coarse-resol ution cou-
pled climate model. The overwhelming dominance of
this mode in the interannual-to-interdecadal variability
of the model’s atmosphere and ocean led us to the hy-
pothesis that most of the interannual climate variability
of the real world would aso be associated with the
SAM. This statement was contested in a recent com-
mentary by White (2003), who claimsthat the Antarctic
circumpolar wave (ACW) is the dominant mode of in-
terannual climate variability in the Southern Hemi-
sphere. He presented supporting evidence from an anal-
ysis of the sea level pressure anomaly data obtained
from the National Centers for Environmental Predic-
tion—National Center for Atmospheric Research
(NCEP-NCAR) atmospheric reanalysis.

Modes of Southern Hemisphere atmospheric vari-
ability are often identified in terms of the first few em-
pirical orthogonal functions (EOFs) of pressure or geo-
potential height data (Kidson 1988, 1999; Mo 2000;
Renwick 2002). Most studies have used 500-hPa height
anomalies, with fewer studies using pressurelevelsclos-
er to the surface (850 hPa). However, the choice of level
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makes little difference, due to the equivalent barotropic
nature of month-to-month atmospheric variability (e.g.,
Thompson and Wallace 2000). Mo (2000) computed the
first three EOF patterns of 500-hPa height data and dis-
cussed the principal component time seriesfor thewhole
lengths of the NCEP-NCAR reanalysis period (1949—
98). White (2003), however, restricted his analysis to
the period between 1982 and 2001, perhaps because he
doubts the accuracy of the first 20 yr of NCEP data. To
facilitate direct comparison to White's results, we com-
puted EOFs of the area-weighted monthly height anom-
alies of the 850-hPa pressure surface for nearly the same
time period (1980—2002). However, we employ a stan-
dard rather than complex EOF analysis technique. Com-
plex EOF analysis is often used to identify propagating
anomalies (arising, e.g., from coupled ocean—-atmo-
sphere interactions). It typically combines two standard
EOF modesinto one complex mode. Thereis, therefore,
adirect correspondence between our standard EOF pat-
terns and White's complex EOF patterns, as we discuss
below.

Figures 1a—1c shows the first three standard EOF pat-
terns normalized to unit spatial variance. In agreement
with most previous studies, we find that the SAM is
represented by the first EOF and accounts for ~20% of
the total variance followed by two modes, which each
account for ~10% of the variance. The second and third
modes both show maximum amplitude in the Pacific
and have often been associated with a propagating wave
train within the Pacific—South American (PSA) sector.
They have been referred to as the PSA teleconnection
pattern (Ghil and Mo 1991; Karoly 1989; Kiladis and
Mo 1998; Kidson 1999; Yuan and Martinson 2000). We
refer to them as PSA-1 and PSA-2.

All of the power of White's (2003) first complex EOF
is contained in the 180° phase, which closely resembles
our SAM pattern. Our SAM principal component time
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FiG. 1. (a)<(c) The first three EOF modes of monthly area-weighted 850-hPa pressure surface height anomalies. The data were reduced
by sampling every third point in the zonal direction (7.5°) between 82° and 30°S and then normalized by cosine of latitude, prior to the
decomposition, in order to ensure a equal area representation. The cosine latitude factor was multiplied back to the pattern prior to display.
(d)—(f) The principal component of the three EOFs (SAM, PSA-1, and PSA-2, respectively) are given in geopotential meters. The principal
component time series PSA-1 and PSA-2 are shown together with scaled Nifio-3 SST anomalies (yellow) for reference to ENSO.

series (Fig. 1d) is also very similar both to White's and
that of Gong and Wang (1999). We use the standard
SAM definition, where a positive index indicates a
stronger-than-normal pressure gradient between the sub-
polar low and subtropical high regions (Thompson and
Wallace 2000). However, White has chosen a phase ref-
erence, which resulted in a negative polarity, compared
to this definition, so that his SAM time series appears
anticorrelated to ours.

Our PSA-1 and PSA-2 patterns correspond to White's
second complex EOF at the 180° and 270° phase, re-
spectively. Both modes show a weak relationship with
ENSO (Figs. 1e—f). The monthly (annual June-May sea-
son) zero-lag correlation between the PSA-1 index and
sea surface temperature anomalies in the Nifio-3 region
(5°N-5°S, 150°-90°W) is 0.2 (0.5), and slightly higher
for the PSA-2 index with 0.3 (0.6). White refers to the
combined, possibly propagating, PSA pattern as the
ACW. Visual inspection suggests that his ACW time
series is close to our PSA-1 (EOF-2) principal com-

ponent with opposite polarity. However, one cannot be
sure because he used a phase demodulation technique
to obtain areal time series from the complex principal
component time sequence, which was not fully ex-
plained.

The power spectra of the three time series (Fig. 2)
was computed based on four 5.3-yr-long overlapping
segments and shows spectral shapes that are consistent
with an autoregressive red noise process. The dotted
lines are the maximum and minimum valuesfromalarge
number of randomly generated time series of the same
length, energy, and lag-1 persistence as the SAM time
series. In contrast to White's (2003) results, our spectral
analysis shows that the SAM dominates the PSA vari-
ance for amost all frequencies. In particular, we find
no significant reduction in SAM energy for low fre-
guencies. The difference between the SAM and PSA
spectrais only barely significant for any particular spec-
tral band, which should not be surprising, given the
shortness of the time series. However, because the SAM
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Fic. 2. Spectral estimates based on four 5.3-yr-long segments of
the SAM, PSA-1, and PSA-2 principal components. The dotted lines
are the envelope of spectral estimates based on a large number of
random times series with the same energy and length as the SAM
time series and a lag-1 autocorrelation of 0.25. The lag-1 autocor-
relation of the SAM and PSA time series varied between 0.15 and
0.3. Thus, the dotted lines are also a reasonable estimate for the
uncertainty in the PSA spectra, but would have to be vertically shifted
to match the mean energy level of the PSA spectra

energy is consistently larger by a factor of 2 than both
of the PSA modes, it is very unlikely that the overall
dominance of the SAM will diminish once longer re-
liable time series are available. This result calls into
question most of the summary statements made by
White that might have been based on a peculiarity in
his spectral estimate.

Finally, we compute the monthly variance associated
with the SAM (see also Gong and Wang 1999) and that
of the combined PSA-1 and PSA-2 modes (Figs. 3aand
3b). Both modes contribute significantly to the vari-
ability of the 850-hPa pressure surface in different parts
of the Southern Hemisphere. SAM seems to dominate
the pressure changes in the vicinity of the Antarctic
continent and, thus, is largely influencing the strength
of the circumpolar winds, as suggested in Hall and Vis-
beck (2002). The combined PSA modes, however, con-
tribute mostly to pressure changes in the Pacific sector
between 50° and 65°S and, thus, can influence the de-
partures from the zonal atmospheric circulation. For ex-
ample, the PSA-2 mode has been associated with an
ENSO-forced dipolar surface air temperature and sea
ice response between the Atlantic and Pacific sectors
(Yuan and Martinson 2000).

On the basis of our diagnostic of the NCEP-NCAR
reanalysis data, we maintain that the SAM is the dom-
inant mode of atmospheric pressure variability on all
time scales, at least out to 5 yr. Neither White nor we
have presented any new evidence for the respective im-
pacts that the SAM or PSA might have on observed
interannual variability of the ocean circulation or prop-
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Fic. 3. Fraction of local monthly 850-hPa height variance between
1980 and 2002 associated with the (@) SAM and (b) combined PSA-
1 and PSA-2 modes.

erties. Thus, we see no reason to depart from our work-
ing hypothesis as presented in Hall and Visbeck (2002)
that changes in the circumpolar zonal winds, associated
with the SAM, will dominate the interannual ocean var-
iability.
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