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Abstract

A vortex-force formalism for the interaction of surface gravity waved earrents is implemented in

a three-dimensional (3D), terrain-following, hydrostatic, oceanic ttmn model (Regional Oceanic
Modeling System: ROMS; Shchepetkin and McWilliams, 2005). Eulerian va&eeaged current equa-
tions for mass, momentum, and tracers are included in ROMS based on ana@sythpory by McWilliams
et al. (2004) plus non-conservative wavEeets due to wave breaking, associated surface roller waves,
bottom streaming, and wave-enhanced vertical mixing and bottom dragj@gpfr coastal and nearshore
applications. The currents are coupled with a spectrum-peak WKB vedikasztion model that includes
the dfect of currents on waves, or, alternatively, a spectrum-resolving wendel €.9., SWAN) is used.

The coupled system is applied to the nearshore surf zone during the BU¥d measurement cam-
paign. Model results are compared to the observations fiecte of parameter choices are investigated
with emphasis on simulating and interpreting the vertical profiles for alongsind cross-shore cur-
rents. The model is further compared to another ROMS-based 3D caupldel by Warner et al. (2008)
with depth-dependent radiation stresses on a plane beach. In both éeptedhnt model manifests an
onshore surface flow and compensatirffsloore near-bed undertow near the shoreline and around the
breaking point. In contrast, the radiation-stress prescription yields signify weaker vertical shear.
The currents’ cross-shore and vertical structure is significantlyeshby the waveféects of near-surface
breaker acceleration, vertical component of vortex force, and-@atanced pressure force and bottom
drag.

Key words. wave-current interaction, vortex force, ROMS, littoral current

1. Introduction

The efects of wind-driven (primary) surface gravity waves on oceaniceeusrand turbulence (here-
after called WEC) have been recognized to play a crucial role for scieatifl engineering applications,
ranging from wave-induced upper-ocean mixing and current prabléttoral flow, sea level, and sed-
iment transport relevant to beach management and navigation. An ekBattiee of most theoretical
approaches to WEC is averaging over the fast oscillations of the primagdravinen waves, with sem-
inal papers by Longuet-Higgins (1970), Hasselmann (1971), Crailk.aibovich (1976), and Garrett
(1976). Wave averaging is also necessary for feasible computatioealistic circulations with WEC.
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A central arena for WEC is the surf zone where breaking waves aatel@ongshore and rip cur-
rents. The interplay between waves and currents has been investigatidimone- or two-dimensional,
depth-averaged models with fast-wave averaging (recent studiesdsgiRk et al., 2001; Yu and Slinn,
2003;0zkan-Haller and Li, 2003; Reniers et al., 2004a; Uchiyama et al., 2@0&ynatively, a phase-
resolving horizontal two-dimensional (2D) approaetg( Chen et al., 1999; Terrile et al., 2008) can
depict wave-current interaction processes, albeit at a prohibitiagouatational cost for longer-term,
larger-scale current evolution.

Several wave-averaged 3D circulation models have been created theitast decade. In Walstra
et al. (2000) and Lesser et al. (2004), the Delft3D-flow code inclWEE by loosely adapting a set
of generalized Lagrangian mean (GLM) equations by Groeneweg J18688pted from Andrews and
Mcintyre (1978a,b). The model prognostic field is Lagrangian mean iglat and the wave-induced
forcing in the flow model is represented by the depth-averaged radisttiess gradieni(g., Longuet-
Higgins and Stewart, 1962; Hasselmann, 1971; Phillips, 1977), althougtadatice it is expressed in
terms of breaking and frictional dissipation terms provided by a wave modetirdance with Dinge-
mans et al. (1987) and imposed in the flow model as surface and bottosestréssimple, geostrophic
3D GLM ocean model was proposed by Perrie et al. (2003) where $&€eolis force (Hasselmann,
1971) and a surface-intensified acceleration due to wave dissipatidakam into account as WEC.
These models neglected the conservative vortex force (VF) and sgiadisiset-downi(e., equivalent to
a pressure contribution in the Longuet-Higgins and Stewart (1962)tiadistress). Another branch of
engineering-oriented 3D modeling with WEC is by Xie et al. (2001), followiegvls (1997). It applies
the depth-averaged radiation-stress gradient as a depth-unifosniidsod in the Princeton Ocean Model
(POM; Blumberg and Mellor (1987)). Later, a depth-dependent fdrhodazontal radiation stress gra-
dient terms was proposed by Xia et al. (2004) in a theoretiealljoc way. Warner et al. (2008) (W08)
employs a GLM-like vertical mapping approach with a depth-dependeiatti@alstress formalism pro-
posed by Mellor (2003, 2005) in the Regional Oceanic Modeling SystédME®) code. It is recognized
(Ardhuin et al., 2008a) that accurate implementation of this formalism (alsattezriative” GLM equa-
tions in Andrews and Mcintyre (1978a)) requires knowledge of theewkdwvematics to higher order in
parameters that define the large-scale evolution of the wave field, stoh bsttom slope; this imprac-
ticality is addressed in Mellor (2008), but it does not yet seem to have dme/eyed into the W08 code.
In these 3D models the WEC are represented as the radiation stress gr&dised on the Helmholtz
decomposition of the advection terms in the equations of motion, the VF repmdsarcomes from the
identity,u- Vu = V|u2/2+ (V x u) x u, while the radiation-stress representation arises from the Reynolds
decompositiony - Vu = V - (uu) + u(V - u), together with incompressibility - u = 0, whereu is the
Eulerian velocity. The primary advantage of the wave-averaged VF famés its explicit inclusion of
a type of wave-current interaction that few if any available wave modeiggply incorporate to allow
its complete expression in the radiation stresg.( Lane et al., 2007). A conspicuous demonstration
of the utility of a VF representation is Langmuir circulations in the upper oc€aai and Leibovich,
1976; Leibovich, 1980; McWilliams et al., 1997). The GLM approach withFafgrmalism is taken
in Ardhuin et al. (2008b) and advocated as appropriate for a widesrahgceanic applications. This
formulation is applied to vertical one-dimensional modeling of the ocean mixed tayRascle et al.
(2006, 2009) and tested in a nearshore 2D (cross-Alestieal) (Rascle, 2007). Instead, we utilize an
Eulerian reference frame for the wave averagiag.{ McWilliams and Restrepo, 1999; McWilliams
et al., 2004; Lane et al., 2007), primarily for more direct comparability to rmestsurements and com-
patibility with existing circulation models. Within asymptotic approximations the two agitres are
equivalently valid as long as the Lagrangian and Eulerian mean velocitieslated byu’ = u + uS!,
whereuSt is the 3D Stokes drift velocity. When the model prognostic variabi€ igare must be taken
to retrieveu to estimate horizontal and vertical mixing, bed shear stress, and boucmaditions for
realistic applications.
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For littoral currents in the surf zone, Longuet-Higgins (1973) and Dimgyes et al. (1987) show
that conservative and non-conservative contributions in WEC amagle within the radiation stress
divergence when a geometric optics (WKB, ray theory) approximation pdiezhto the wave field;
the VF is contained within the radiation stress divergence, but they arpaddt is negligible in a
surface zone when the breaking-induced acceleration dominates. velpwlas assumption has been
partially falsified in several models with a VF formalism: barotropic models (Smitd620chiyama
et al., 2009), a quasi-3D model (Shi et al., 2006), and 3D models (Ngeband Allen, 2007a,b, called
“nearshore POM” and designated by NAO7, and Delft3D-flow). Multigpexts of WEC are expected
to be important for surf zone currents. In addition to the conservatteete of VF, Bernoulli head,
and quasi-static pressure response, there are important nonyaiiveedfects due to depth-induced
breaking (and white capping) near the surface and frictional wavedis near the bottom. For 3D
configurations the last two components should be applied at approprgtesdeear the surface for the
former and right above the wave bottom boundary layer for the latter.

In this paper we develop and test a 3D oceanic circulation model (exteRIMGS; Shchepetkin
and McWilliams 2005) with dynamically consistent wave-current interactioitalde to a wide range
of nearshore, coastal, and open-ocean applications. We base thieomdluie Eulerian-averaged, multi-
scale, wave-current asymptotic theory derived in McWilliams et al. (2Q@RL04). It uses a VF for-
malism that cleanly separates conservative and non-conservativeWgEl@anisms, unlike the radiation-
stress formalism. The conservative part of WEC comprises the VF (Lieino%980), the Stokes-
Coriolis force (Hasselmann, 1971), Bernoulli head, and a quasi-stassyre response known as wave-
setugdown. Non-conservative WEC are included as a surface-contesht8® acceleration and wave-
enhanced vertical mixing due to depth-induced wave breaking andiatesbsurface rollers; a bottom-
confined bottom streaming stressg(, Longuet-Higgins, 1953) caused by near-bed wave drag; and
a wave-enhanced current bed shear stregs (Soulsby, 1995). The wave-induced vertical mixing is
represented as an extension of the KPP model (Large et al., 1994};lagab vertical mixing parameter-
ization. The governing current and wave equations are presented.i2 Sed the WEC implementation
in ROMS is detailed in Sec. 3 with particular attention to non-conservative effeets adapted from
previous parameterizations. Section 4 describes the application to theosertiaring the DUCK94
experiment. In Sec. 5 a comparison to another ROMS-based 3D wanastorodel by W08 and Haas
and Warner (2009) (HW09) based on a radiation-stress formalism is foade idealized plane beach,
using an identical wave field from SWAN (Booij et al., 1999). Section 6/jgles a summary and an
outlook for future applications of the model.

2. Governing Equations

The WEC model formulation is built on a sequence of previous developmbtdgVilliams et al.
(2004) (MRLO4) derives a multi-scale asymptotic model for the phaseaged, conservative dynamical
effects of surface gravity waves on currents and infragravity waves witpelospace and time scales.
MRLO4 extends earlier derivations that feature the central WEC rold=afCraik and Leibovich, 1976;
Garrett, 1976; McWilliams et al., 1997; McWilliams and Restrepo, 1999), asdgproach is set in the
context of the larger literature on wave-current interaction in Lane ¢2a07) (LRMQ7). Uchiyama
and McWilliams (2008) presents a barotropic ROMS model for ffeces of primary wind waves on in-
fragravity waves, while Uchiyama et al. (2009) presents a verticallyagesl (barotropic) ROMS model
for surf zone shear instability with WEC. In this and the next section weriesthe governing equa-
tions and ROMS implementation for 3D WEC and an accompanying surfacemaael with dfects of
currents on the waves (hereafter called CEW).
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2.1. Wave-Averaged Currents

ROMS is a hydrostatic, incompressible (Boussinesq), free-surfacelmit non-conservative forc-
ing, diffusion, and bottom drag. It makes a baroclinic-barotropic mode split, withcéxjast time-
stepping and subsequent conservative averaging of barotropabhes. All present elements in ROMS
are retained, but new terms are added to incorporate ¥WH®@ ROMS formulation is non-asymptotic
in the sense that some additional non-wave terms, beyond the minimum refquiessymptotic consis-
tency as defined in MRLO4, are included for completeness, the time-derivative of surface elevation
in the kinematic boundary condition and depth-integrated mass balancey, wittmadditional non-
conservative waveffects €.g., breaker acceleration).

We first write the model equations in Cartesiany z t) coordinates. The notation is slightly dif-
ferent from MRLO4, and the quantities are dimensional. We combine theyiafrily wave and current
dynamics, which were asymptotically separated in MRLO4. The momentum kakncitten in terms
of a dynamic pressurg (normalized by mean densipgy) and sea level after subtracting the wave-
averaged quasi-static componepiand? (n.b., MRLO4, Secs. 6 & 9.2-3 and LRMO7, egs. (3.8)-(3.10))
that occur even without currents. All wave quantities are referencmbtiocal wave-averaged sea level,
z = ¢ + Z, rather than the mean sea level= 0. The vertical coordinate range-i(x) < z < ¢ + Z.
The equations make the particular gauge choice for the decomposition héfwééd, K) and Bernoulli
headX described in MRLO4, Sec. 9.6. The new WEC terms for ROMS are writtenerght side of
the equations below. Boldface vectors are horizontal only, and 3Drgaate designated bi¢rizontal,
vertical).

%—l:+(u-vl)u+w%+f2xu+VL¢—F = -V, K+J+F"
a_¢+% - —%-FK
0z  po 0z
v u+a—W =0
+ oz
ac oc B St 0c 19 [_dc
6t+(uVl)c+waZ c = —@usv,))c Wsaz+282882]' (1)

F is the non-wave non-conservative forc€¥, is the wave-induced non-conservative forcess any
material tracer concentration.§., T andS), andC is the non-conservative tracer forcing, whate is
the horizontal dierential operator. The system (1) is completed with the equation of state.

The 3D Stokes velocityu®, w™!) is non-divergent and defined for a monochromatic wave field by

St _ AZO'
u>t = Py SINA] cosh[2Z]k
WSt = - 1° ’ St dZ’ .
@ v | K @)

h(x) is the resting depth of the ocear js the wave amplitudek is its wavenumber vector ardis its
maghnitude;

1The recent generalization to a non-hydrostatic ROMS model (Kanatskla 2007) will include the same wave-averaged
effects discussed here. Additional terms are added to the momentum equattoRWEC terms for vertical acceleration and
for horizontal Coriolis frequency¥ and WEC terms for Stokes-Coriolis force with and for VF with full horizontal vorticity

4



o = ygktanhfH] 3
130 IS its intrinsic frequency; and normalized vertical lengths are
H=kh+¢+2)=kD; and Z=k(z+h), (4)

121 whereD = h+ ¢+ is the wave-averaged thickness of the water column. The horizontakatickay VF
132 (inclusive of the Stokes-Coriolis term) and Bernoulli head (after remogiragi-static terms) are

J = —2xu5t((2-leu)+f)—WSt%
st,0u
K = oz
1 oA? Z 3y
= = sinh[xk(z- Z)] dZ , 5
4 ksint[H] j:h dz'2 [X(z=2)] ®)

13 With V = k-u. The wave-induced tracerftlisivity is defined by

_ 14 (Asinh[Z]\?
&= EE( sinh[H] ) ' ©
13 The quasi-static sea-level component is defined by
s Pam Ak
€= " g0  ZsinhzA]’ @

15 It contains both an inverse-barometric response to changes in atmicsplessurep,m and a wave-

13s  averaged set-uyget-down.

137 With a multi-component wave fieldh? is replaced in (2)-(7) by the sea-level spectrGg, o) with

133 integration over wavenumber-vector angland frequencyr. This implies a superposition of the WEC

139 contributions from dferent components, consistent with the asymptotic theoretical assumptionlbf sma
190 Wave slopeAk.

11 2.2. Boundary Conditions

142

143 The boundary conditions for ROMS include the usual stress and hdanhaterial flux conditions
144 plus the following kinematic and pressure continuity conditions, again with tbiieckhl WEC terms
15 0N the right side:

W|_h + u|_h-VLh =0
o —st O N
- — - Y = V,. = -V
I (U|§+§ )¢ U+ at +(u +f )¢
-0l . = P, 8
*-9,,; (8)

s With
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A% tanhfH] [ 0V oV
%{sinh[zﬂ] (_E’m * COSh[ZH]E‘-h
(+ g2
; f IV cosh[az] dz’) - 2ktanhf1V] ). ©)
_h 07 {+

In MRLO4, Sec. 9.3, there are additional quasi-static componenfsahhigher asymptotic order in
the wave slopék, but, unlike in in (8), they have no dynamical coupling with the currents in (1) and
(8). So, without a specific motivation for examining the various deletedi-quatic terms, they are not
presently included in ROMS, although they could easily be added as a dtagno

2.3. Barotropic Mode

The barotropic mode is derived from (1) as a vertical integral of thé&maity equation and a vertical
average of the horizontal momentum equation. With the WEC terms kept on theidg, the result is

o — ¥ —st

E + VJ_ u = e VJ_ U
au 1 — U 1 —st u
e L) (1) PO KA )

1 ¢+l —w
+5f [J-V.K]dz+F . (20)
-h

The dots in the barotropic momentum equation indicate contributions from allftrgde terms in the
horizontal momentum equation in (1) other than the acceleration. Here

_ (+L st (+L
u = f udz and U~ = f uStdz (12)
“h “h

are the horizontal volume transports by Eulerian and Stokes currestgaterely, andi = U/D is
the barotropic velocity. (Note that the depth integration and averaging \sdla¢estrict separation of
non-wave and wave-averaged terms on the left and right sides of tlati@us above.) We can combine
the barotropic continuity and momentum equations in (10) to write the latter in threused in ROMS:

0 — S 0+ _w
—U+...=—u| V. (U+T0 )+ [J-V,%]dz+ DF". (12)
ot + -h

The free-surface equation in (10) implies the volume conservation relation,

%ff(h+§+2)dx _ _9§(U+US‘).ﬁds. (13)

Thus, mean sea level within a domain is controlled by the boundary EuleribStakes fluxes.
In a barotropic ROMS modely( + ) = U/D, and the remaining right-side terms are evaluated with

u =uinJfrom (5) andK = 0. The associated tracer variable is also equated with its depth-averaged

value,c = C. The resulting model has been applied to infragravity-wave and nearbhootropic shear-
instability problems (Uchiyama and McWilliams, 2008; Uchiyama et al., 2009).

6
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2.4. Wave Dynamics

For a monochromatic wave field, a WKB wave model with wave refraction andarvation of wave
action is the following:

ok ry o ko
ot PeVik = —kViO- e VD ()
oA e’

using the tilde convention to identify conjoined horizontal vectors in a dadyrb The wave action is
defined byA = E/o whereE = %,oogA2 is the depth-integrated wave energy.

ods = UKk+o (16)

is a Doppler-shifted (CEW) wave frequency, whérés the depth-averaged currént is the intrinsic
frequency (3), and the associated group velocity is

_ T 2kD
Cg:u+ﬁ(l+m)k. a7
€" is the depth-integrated rate of wave energy loss (or dissipation). Inésemrformulation we include
wave dissipation due to depth-induced breaking and bottom drag, bothicf wust be parameterized
(Sec. 3.2).

In some realistic cases, this model is applied with= k, the spectrum-peak wavenumber and
A= V2E/g= Hsg/(2 V2) = H,/2 the equivalent wave amplitude in terms of the wave engrgfe so-
called significant wave heiglilgg, or a wave heighH, commonly used in breaking parameterizations.
The simplest extension from a monochromaectrum-peak model to a multi-component model is
based on superposition of components with spect@im~or more general wave dynamics including
nonlinear spectrum evolution and wind generation, a wave simulation modeldda.;, SWAN; Booij
et al., 1999) to provid& ande”. One may also specif§ from available observations,g., an dfshore
wave buoy.

3. Implementation in ROM S

3.1. Wave-Averaged 3D Currents and Tracers

As a prelude to discretization in curvilinear coordinates, we rewrite skegéthe WEC relations
in Sec. 2 in forms closer to those used in ROMS, adopting a flux-diveegimm of the substantial
derivative and defining three new variables,

2This CEW theory is strictly valid only for depth-uniform currents becatismg vertical current shear invalidates the wave
eigenmodes and dispersion relation on which the asymptotic WEC theorgdd.ba practice we use either the depth-average
current in shallow water or an upper-ocean average over a det in deep water for the wave model. MRL04 did not
include CEW because its scaling assumptions were that current speesgtamevel elevation are respectively smaller than
gravity-wave propagation speed and resting depth.



o= 1+
¢° = o+%K
(U 0f) = (uo)+ (U™, (18)

13 Where/® is a composite sea levep® absorbs the Bernoulli heady‘( w’) is the wave-averaged La-
« grangian velocity, and is the vertical velocity in the transformed coordinate system used in ROMS (se
(25) et seq.). The 3D Primitive Equations (1) become

1

©

1

©
a

ou A 9 5 ¢ c s ~ W
E+VL-(ufu)+a—z(W€u)+fzxu +V. ¢°—F = uStV,.0+F
(o3
ai+g_p = K
0z po
owl
V.u+— =0
pu
oc -~ 0 10 oc
v @0+ Z (we)-c = 2Z|eZ]. 19
o l(UC)Jraz( 0)-¢ 20z az} (19)

196 The WEC terms are no longer confined to the right sides of these equalibasoundary conditions
197 (8) are

-h -h
840 ¢ C
_ 2 _ v/ =
e o (u o 1) 0

9 -¢, = Prol-%|,. (20)

198 The depth-integrated continuity equation in (10) is

C

aait +v, U =o, (21)

— . . . . . . .
100 WhereU' is the depth integral ai’. The associated barotropic horizontal momentum equation (12) is

. - ¢°
%U+Vl-f (Gfu)dz = —gDVL§°+3¢"+f Rdz, (22)
—h -h

where.#’ is the baroclinic part of the full vertically-integrated pressure-gradigce,
é/C
9/ = gDVlgc_f VJ_gdeZ, (23)
-h
200 containing the usual terms proportionalgd /og as well as contributions from wavéfects, but exclud-
201 INg the barotropic free-surface gradient term. Other terms in the 3D momesguation in (19) have

202 been lumped into a residual horizontal vector,

R =—fzxu +F+uStv, .0+F". (24)
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The ROMS equations are expressed in horizontal orthogonal curvilar@hvertical surface- and
terrain-following coordinates(n, s) (Shchepetkin and McWilliams, 2005, 2008). We use the composite
sea-level variablé® andh to define thes coordinatem ! andn! are Lang& metric coéicients, andH$
is the transformed grid-cell thickness. The 3D primitive equations for veaeeaged currents in ROMS
are the following:

d (HS\ o ngf HoV') 8 (Wb

m(m)*&( n an m +a_s(ﬁ)‘o (25)
2u Hz a¢° HY [ 0u ov\ HJ

gt oSt 4 2 (St== 20 2 (F¢ wé

i Fly ol + Fovst 4 n( a§+v36§) mn(?' + FYe) (26)
DV HS 6 ¢° - HS [ g0u ov\ HY

=7 Y _z7v oSt o 2 St=2 tZ0 )L 2 (g wn
@tw—' “manl, Feu +m(u an“’san)*mn(?j +FY1) . (27)

29t is the material derivative in conservation form in curvilinear coordinates,
P 8 (HS 9 ngf Hcv" 0 (W
%_E(ﬁ*)+6_§( n +a,7 m +a_s(ﬁ*)' (28)
F andF© are generalized Coriolis frequencies combined with the curvilinear metric terms
A f 0 0 (1
¢ HC - [ - Vf_ - 2
#= e () ) @)
~ f 0(1 0 (1
c HC — _u= — (2] . 30
d [mn an( ) Vﬁf(n)] (30)

= (F¢,F7) is the non-wave body force and parameterized momentum mixing E¥ra; (FV¢, FV7)
is the non-conservative wave terms defined later in this section. The Venttian pasts surfaces is

0z
4 e —_ —
Wl = W (at +u’ Vlzﬂ g (31)
and the vertical mass flux is calculated as
out  av¢ 1 z+h ¢
o 7Y Sl M- I 2
f(6§+0n)ds, mn J+h ot (32)

HereU? = HSu’/n, V¢ = HSV/m, andW! = w&/(mn) are grid-cell volume fluxes. The geopotential
function is evaluated from integration of the vertical momentum equation,

0
C = g*-0)-(P-K) |ze +f [% - K] HS ds. (33)
S
The 3D tracer equation with WEC is
9c d| & (oc
=0 gl (g &4

whereC includes both non-wave and wave-enhanced turbulent mixing paranagiemiz (Sec. 3.4) and
& is defined in (6).



218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

The wave model is solved before the predictor stage for the baroclinic rf®itghepetkin and
McWilliams, 2005), and subsequently the WEC components are computedDFsimulations these
are kept unchanged during the barotropic time steps; for 2D simulationsylea the WKB wave model
is solved at every barotropic time step, and the WEC terms are updatédaasiu evolve. All the
new terms associated with the conservative WEC are discretized with theeckfitéte-diferences in
a manner similar to the other terms in ROMS at the predictor and corrector stHgewertical VF in
(33) is discretized with the density-Jacobian scheme (Blumberg and M&®r) 1o reduce the terrain-
following-coordinate error. Correction ofi{, w’) with the updated Stokes velocity occurs before the
corrector steps. These procedures enable us to minimize the code slmm@MS. Notice that the
prognostic variables in ROMS with WEC are composite sea vahd Eulerian velocityy, w).

3.2. Non-Conservative Wave Dissipation and Rollers

The primary wave dissipation rate in (15) is calculated as the sum offéset®0f wave breakingP
and wave bottom drag",

€= €4 e, (35)

These wave dissipation processes also imply WEC accelerations (Sec. 3.3)

Bottom viscous drag on the primary waves causes a dissipdficand an associated wave-averaged
bottom stress-‘t’)vgt = €Yk /o that induces an Eulerian bottom streaming flow in the direction of wave
propagation (Longuet-Higgins, 1953). We use a parameterization bigiRet al. (2004b) for the real-
istic regime of a turbulent wave boundary layer, which is based on the igaylave height distribution
in accordance with Thornton and Guza (1983) consistent with the rég€B spectrum-peak wave

modeling:

wd

1
W2 fululrpl3, (36)

wherejul | = oH../(2 sinhkD) is bottom wave orbital velocity, anfy, is a wave friction factor (Soulsby,
1997),

9% )0'52 . 37)

w
Iuorb|

Wave dissipation due to wave breakigjis a combination of deep-water breakingg(, white-
capping) and depth-induced nearshore breaking. Deep-watdirmyéa wind-wave equilibrium is inte-
grally equivalent to the surface wind stress (Sullivan et al., 2007); irptqper for simplicity we will use
the latter representation (consistent with ignoring wave generation in theama@moatic wave model in
Sec. 2.4). However, the depth-induced breaking is essential fozsne wave-current interaction. A
parameterization (Thornton and Guza, 1983) is

3vr B,
e = —\/_Pog—f H!,
16 7°%)2ps

wherefy is a peak wave frequency (I, = w/2r with T, a peak wave periodH. = 2A (Sec. 2.4), and
By andyp are empirical parameters related to breaker types. An alternative paraaigie by Thornton
and Whitford (1990) is described by Church and Thornton (1993):

vl o) | e

10

fw = 1.39(

(38)

3vr B
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whereBy, andyy, are again empirical constants depending on types of breaking. In th&BUS&Imula-
tion the latter parameterization is found to be more successful (Sec. 4).

To better estimate surf zone currents, an additional wave component ifirs@siencluded (Svend-
sen, 1984a)i.e., surface rollers, which are onshore-traveling bores of broken pyinvaves. The idea
is that some fractiom; is converted into rollers that propagate toward the shoreline before alisgjp
while the remaining fraction  «, causes local dissipation (hence current acceleration). Here we intro-
duce a surface roller model by primarily following Nairn et al. (1991) amahiBrs et al. (2004a) with
minor modifications. The roller is assumed to have the daamthe breaking primary wave in (14). The
evolution equation for the roller action densif{f is analogous to (15) faf:

6[

r b _
s P L (40)
g

ot

whereA" = E"/o; E" is roller energy density; antl= T + ock2k is the phase speed of the primary wave
(notcg; Svendsen, 1984a; Stive and De Vriend, 1994). While most previod@stuncluding Svendsen
(1984a), Nairn et al. (1991) and Apotsos et al. (2007), assume thdtittprimary wavee® feeds the
roller energy densityie., @y = 1), Tajima and Madsen (2006) introdueg O < a; < 1. We view the
latter as useful for correcting® with some flexibility to depict dferent breaking wave and beach forms
(eg., spilling or plunging breakers, barred or plane beaches); howevealits is arad hoc choice. The
roller dissipation rate is then parameterized as

. gsingE'
€ = ——.
c

where sirB = 0.1 is an empirical constant (Nairn et al., 1991; Reniers et al., 2004a)ordicg to
Svendsen (1984a), the roller Stokes transport for a monochromaticrpnivase is

(41)

r r
U = E k = A k, (42)
poo £0
hence the total Stokes transport is
r r
USt: (E+E)k= (ﬂ"‘ﬂ)k (43)
pPoO PO

We assume thdt)'" is vertically distributed similarly to the Stokes drift velocity of the primary waves,
hence

o2 cosh X(z+ h)
g sinif kD

The expression for primary-wave Stokes drift in (44) is for non-kireg small-slope waves that may
not be accurate in the surfzone. We also assume for simplicity that (44plisage to the roller Stokes
drift, although NAO7b represented it with a surface-intensified verticattire. (The same assumption
about (44) for the roller waves is also made in other models such as tharigigin-mean radiation-stress
model by W08.) There is room for future investigation.

A coupled wave simulation model such as SWAN (Booij et al., 1999) proWdes, Hsg = V2H.,,

P, M, andQs, whereQg is the fraction of broken waves © Qs < 1). As originally given by Svendsen
(1984a), with consideration @s, the roller action density is then
E _ pog D Ar

. - , 45
A== B (45)

uSt(2) = (A+A) K. (44)

11
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wherel, (= 2r/|kp|) is a primary wave length anik is a roller area in the vertical plane estimated from
the formulas proposed by Svendsen (1984b) or Okayasu et al.)(1986

Ar=a3H? or Ag=a3H.Lp, (46)

with empirical constanta? = 0.9 anda = 0.06. The latter is adopted to shift the peak undertow velocity
farther shoreward under plunging waves.

3.3. Non-Conservative Wave Accelerations for Currents

The wave dissipation processe$, (€, ande™ in Sec. 3.2) have accompanying WEC accelerations
A% (e.g., Dingemans et al., 1987). We distingui¥ from the wave-enhanced turbulent vertical mixing
D% and bottom drag strestggt discussed in Sec. 3.4. Thus,

FY=AY+D",  AY=BP+B", (47)
for brevity B contains both the depth-induced breaking and roller accelerations. phésseat the ac-
celerations either as body forces or as equivalent boundary stiéfise associated turbulent boundary
layers are too thin to be resolved in a particular model configuration. Fotisitppve revert to Cartesian
coordinates in the rest of this section, with implied translation into transformedicates for ROMS
along the lines indicated in Sec. 3.

The breaking and roller accelerations enter as a body force thrietigh the current momentum
equations (26) - (27). They are expressed as

B (1-ar)e® + €
000

wheref®(2) is a vertical distribution function representing vertical penetration of monnemssociated
with breaking waves and rollers from the surface. It is normalized as

BP kfP@2), (48)

{c
f f2(2)dZ = 1, (49)
-h
hence the vertical average Bf (i.e., barotropic acceleration) is

=b L-a)) P + €

B k. (50)

pooD
We can alternatively incorporate the breaking acceleration as an Equigarface stress boundary con-
dition for u instead of a body forcee@., as done in NAO7):

Tar = T8 + T (51)

wherer%nd s the usual oceanic-model representation of surface wind stress and

—b

8 = poDB (52)
is the stress due to primary wave breaking and rollers. To examine thedgngitthe choice off°, we
consider three alternative shapes:

typel :  f2(2) o 1 —tanh[ky (¢° - 2)]*,
typell : 22 « 1—tanh[ky (¢° - 2)]%>, and
type lll 1 f8(2) « coshlky (z+ h)] (53)
12



303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

(leaving out the normalization factors for (49)). The vertical length stcgﬂa:ontrols the penetration
depth in each of these shape functions. Usually we reprkgém apH.., whereay, is anO(1) constant.
The firstf? in (53) is proposed in W08 to account for the depth-dependent radistiiesses divergence
associated with rollers; the second one is an alternative that concenlatagaking ffects nearer the
surface; and the last one is inspired by the structure of the primary vasavieigther matches the vertical
scale of its velocity variance witk, = 2k (i.e., a choice based on wavelength not wave amplitude).

Wave-induced bottom streaming (Longuet-Higgins, 1953; Xu and Boh@&9) is similarly repre-
sented as a body force:

Ewd

BWd — —kad(Z), (54)
poo
where f"d(2) is a vertical distribution function normalized as in (49) for the Reynoldsstdévergence
associated with the turbulent wave bottom boundary layer (WBBL). We gntptee upward decaying

functions " analogous td®,

typel :  f"(2) « 1 - tanh[kyg (h+ 2)]*,
type ll @ fY9(2) « 1—tanh[keq (h + 2]?, and
type lll : Y92) « coshlknq (£° - 2)] , (55)

with a decay Iengtlk;vé = awddw. aud IS a constant, and, is the WBBL thickness,

AV 0.82
Sw = 0.09y (ib) (56)
Kn
A‘é“rb = |u‘c’)"rb|/a is a semi-orbital excursion of short wavés; = 307, is the Nikuradse roughness; and

Z, is roughness (Fredsge and Deigaard, 198p)s typically only a few cm.a,g = 1 corresponds to
the theoretical turbulent WBBL thickness associated with monochromaticsywawereas it is known

that there exists a significant increaseajpy under random waves based on laboratory measurements

(Klopman, 1994)e.g., Reniers et al. (2004b) usgq = 3. Its depth integral has an equivaleffeet to a
bottom stress,

Ewd

= DB = k. (57)
Whenlgjwlj is too thin to be resolved on the model grid, then the streaming acceleratioriedappuly as
a stress in the bottom grid cell.

This formula implies bottom streaming occurs in the direction of wave propagatmsistent with
the viscous streaming in laminar (Longuet-Higgins, 1953) and weakly turb{llenguet-Higgins, 1958)
regimes under sinusoidal forcing. In contrast, nonlinear waves withdbensl-order Stokes theory
and asymmetric forcing in rough turbulent WBBLSs reduce the LonguetiHisggositive streaming, and
under some circumstances even manifest opposite #ayy (Trowbridge and Madsen, 1984; Davies
and Villaret, 1999). In the surf zone near-bed undertow opposite to tdeint waves dominates over
streaming (Sec. 4.6).

There could additionally be a surface streaming flow due to a wave-vidourglary layer in a thin
layer of thickness;y2v/o ~ 1 mm, where is the molecular viscosity (Longuet-Higgins, 1953), but we
take the view that it is negligibly small, especially in the presence of wave inggak
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3.4. Wave-Enhanced \ertical Mixing

In ROMS the parameterization of vertical mixing is often done in the framewbtkeonon-local,
first-order turbulent closure model, K-Profile Parameterization, KPR)fLet al., 1994; Shchepetkin and
McWilliams, 2010). Apart from wavefiects KPP comprises a shear-convective surface boundary layer
(with counter-gradient flux as well as eddyfdsion), a shear bottom boundary layer, and interior mixing
due to stratified shear instability, breaking internal waves, and doufflssidin. In the KPP formulation
for eddy ditusivity Ky, the dtects of diferent mixing processes are mostly superimposed as if they were
independent. Exceptions are that the boundary-layer rul&Jjaverrides the interior rule within the
boundary layers and that in shallow locations where the surface andrblottondary layers overlap, we
choose the local maximum value for the eddffufivity, Ky(2) = max[Kysur(2), Kvnot(2)] (Durski et al.,
2004; Blaas et al., 2007). It is likely that thefdirent mixing processes sometimes combine nonlinearly,
so we view the present approach as a preliminary one that has the ayvahprocess completeness but
should be reconsidered when more is known.

Inthe WEC implementatioK, is augmented by wave-induced mixing in both the surface and bottom
boundary layers. The incremental wave-enhanced momentum mixing of moméndue to surface
breaking (b) and bottom current drag (cd):

ngk@@+@%»%y (58)
plus an equivalent éiusivity for tracers. In the surface regiok® is added tdK, g, by the rationale in
the preceding paragraph. In the bottom boundary |&jis a generalization for the usual KRR pqt(2)
because of the wave-enhanced bottom stress.

Mixing near the surface due to breaking has been modeled with local tothelesures. Craig
and Banner (1994) propose a model based on the Mellor-Yamada |&velo8ure model (Mellor and
Yamada, 1982; Galperin et al., 1988) by introducing a turbulent kinetigygneput at the surface and
a modified surface roughness scale with a prescribed bilinear relatidiestige turbulent length scale
analogous to the law of the wall. Subsequently this approach has beeerfdeeloped (Burchard,
2001; Umlauf et al., 2003; Newberger and Allen, 2007b; Jones anddvhith, 2008). We take a similar
approach by defining2(2) consistent with the depth-averaged eddy viscosity proposed by Baés)(
and vertically distributed with a shape functi6§(2) (analogous td® in Sec. 3.3):

1/3

KP(2) = op H. D fX(2), (59)

((1—04) b+ er)
PO
wherec, is a constarit This can be viewed as mixing-length estimate, with the velocity scale based
on the breaker dissipation rate and the length scale based on the locdieigeH.., modified by the
vertical distribution functionfXV(z) and with the depth factob to retain the depth-average value of
Battjes (1975). Apotsos et al. (2007) uge= 1/14 based on deep-water wave dissipation measured
by Terray et al. (1996), so we anticipatg is an0(0.1) parameter. Terray et al. (1996) report that
the penetration depth of surface turbulence is proportional to the waghthevith little reduction in
turbulent intensity to a depth of TH... Hence, the depth-dependencykdfcan be slightly dferent from
that of B. To allow distinct vertical scaling foB® andK®, we will define a vertical scale fakP with
kg\l, = akyH., wherekg, replaces;, in (53) andagy is anO(1) parameter.

3There is disagreement among local-closure modelers about theahigpeear the surface, primarily because dfetient
assumptions about the length scale profilg;, Burchard (2001) hak? decrease as— (¢, while Jones and Monismith (2008)
has it increase. Our choice 6fY is monotonically increasing, essentially for profile simplicity. These distinstiobably
matter only on a finer vertical scaleg, a fraction ofH.) than we should expect our model to be apt.
14
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Table 1:Common Model Parameters for DUCK94 Simulations

variable \ value | unit
offshore wave height, 1.6 m
offshore peak wave perioi, 6.0 s
offshore incident wave angtg 193.0 degree
CT93 breaking parameté&;, 0.64 -
CT93 breaking parametet, 0.31 -
roller dissipation parameter gn 0.1 -
offshore tidal eIevatiogﬁd_e 0.7 m
cross-shore wind stresg',{‘d’x -0.2532 Pa
alongshore wind stregdinY -0.1456 Pa
Coriolis frequencyf 8.5695x 10™° | 1/s
lateral momentum dliusion codficientKp, 0.1 m2/s
mean water densityo 1027.5 kg/m3

In the bottom boundary layer due to current shear turbulence, wave maaithance the bottom
shearge.g., Soulshy (1995) proposes the drag law,

md \*°
ngt =710+ 1.2(—W) l ,

2
1
hw;mbymw&, (60)

_ K
=0 In @/ 20)

wheret; andr,, are bottom stresses due to current and waxes;the von Karman constantz, is a
reference depth above the bed, nominally equivalent to a half bottom-nisbseg height (in a barotropic
modelz, = D/2; (e.g., Uchiyama et al., 2009)), is the bed roughness lengtf, is the wave friction
factor given by (37); anguY, | is the bottom wave orbital velocity. As simpler alternatives for sensitivity

orb
testing, we define a linear bottom drag law,

ngt = pouu (61)

(u is a linear drag cd@cient [nys]) and a log-layer drag law,

2
9 =1¢ = po [m] uu (62)

(zn andz, are interpreted as in (60)). The magnitudek§t is proportional tq-rggtll/z in a KPP bottom
boundary layer scheme.

4, DUCK94 Experiment

For both model validation and dynamical interpretation, we simulate the vertafdepof horizontal
velocity measured on a natural sandy beach at Duck, North Carolinagdhe DUCK94 experiment
(eg., Garcez Faria et al., 1998, 2000; Newberger and Allen, 2007b). €hlkdata were obtained on
October 12, 1994, when strong cross-shore currents were passatiated with a storm. The vertical
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Table 2: Computational configurations for the DUCK94 simulatioas.= 0 means no roller component. Options
for bottom drag are the Soulsby model (60) S95, linear (6N, land log-layer (62) LOG. Bottom roughnegs

[m] is used for S95 and LOG, whilg [m/s] is used for LIN. Forf?, £k, and f*, roman numericals indicate
the shape types defined in (53) and (5&), a.q, andaky are length scale cdiécients for the shape functions. S
indicates use of the streaming stress model, either foasetireaking (52) or bottom streaming (57). SS denotes
the Stokes scald, = 2k.

[ 1 waves [ bottomdrag | BP [ gwd [ KP [[ normalized R.M.S. errors|
[ Run [[ WEC [ CEW [ ar | model [ zoorp | f° [ a | ™ T aw | X [ akv | ¢ || Uerror | Verror
1 ON ON 1.0 S95 0.001 1] 0.2 1] 3.0 ] 12 0.03 0.4270 0.0922
2 ON ON 0.0 S95 0.001 ] 0.2 1] 3.0 Il 12 0.03 0.7560 0.4277
3 ON ON 1.0 S95 0.001 ] SS 1] 3.0 1] 12 0.03 0.8166 0.2422
4 ON ON 0.0 S95 0.001 ] SS 1] 3.0 1l 12 0.03 0.8745 0.5582
5 ON ON 0.25 S95 0.001 1] 0.2 1] 3.0 ] 12 0.03 0.6518 0.2072
6 ON ON 0.50 S95 0.001 ] 0.2 1] 3.0 1] 12 0.03 0.5647 0.1113
7 ON ON 0.75 S95 0.001 ] 0.2 1] 3.0 1] 12 0.03 0.4896 0.0806
8 ON OFF 1.0 S95 0.001 ] 0.2 1] 3.0 1] 12 0.03 0.4096 0.0956
9 OFF OFF - LOG 0.001 - - - - - - - 0.8952 0.6125
10 ON ON 1.0 S95 0.001 1] 0.1 1] 3.0 ] 12 0.03 0.4130 0.0965
11 ON ON 1.0 S95 0.001 ] 0.5 1] 3.0 1] 12 0.03 0.4617 0.0816
12 ON ON 1.0 S95 0.001 ] 1.0 1] 3.0 1] 12 0.03 0.5658 0.0945
13 ON ON 1.0 S95 0.001 S - 1] 3.0 1l 12 0.03 0.4336 0.0907
14 ON ON 1.0 S95 0.001 1] 0.2 1] 3.0 | 1.2 0.03 0.4151 0.1028
15 ON ON 1.0 S95 0.001 1] 0.2 1l 3.0 ] 1.2 0.03 0.4001 0.2243
16 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1] 0.4 0.03 0.6825 0.1397
17 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1] 0.8 0.03 0.4829 0.1315
18 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1] 16 0.03 0.4084 0.1456
19 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1] 12 0.01 0.6019 0.1313
20 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1] 12 0.05 0.4748 0.0961
21 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1] 12 0.07 0.5256 0.1286
22 ON ON 1.0 S95 0.001 ] 0.2 1] 3.0 1l 12 0.10 0.5829 0.1818
23 ON ON 1.0 S95 0.001 1] 0.2 1] 1.0 ] 12 0.03 0.4317 0.0918
24 ON ON 1.0 S95 0.001 ] 0.2 1] 5.0 1] 12 0.03 0.4252 0.0926
25 ON ON 1.0 S95 0.001 ] 0.2 S - 1] 12 0.03 0.4346 0.0916
26 ON ON 1.0 S95 0.001 ] 0.2 OFF - 1] 12 0.03 0.4706 0.0924
27 ON ON 1.0 S95 0.005 1] 0.2 1] 3.0 1] 1.2 0.03 0.4520 0.3076
28 ON ON 1.0 S95 0.010 ] 0.2 1] 3.0 1] 12 0.03 0.5546 0.4532
29 ON ON 1.0 LIN 0.004 ] 0.2 1] 3.0 1] 12 0.03 0.4490 0.7508
30 ON ON 1.0 LIN 0.008 ] 0.2 1] 3.0 1] 12 0.03 0.4320 0.0865
31 ON ON 1.0 LOG 0.001 ] 0.2 1] 3.0 1l 1.2 0.03 0.4345 0.1893

profile of the littoral current was measured with a vertical stack of seletremagnetic current meters
(EMCs) mounted on a mobile sled at elevations of 0.41, 0.68, 1.01, 1.46,21Z0and 2.57 m above
the bed. The sled was located at a sequence of sites along a crossrahsect; each site sample lasted
for 1 hour, and seven samples were made across the transect duritythiElorizontal velocity was
also measured with a spatially-fixed cross-shore array of 11 EMCs digdilaround the surf zone.d.,
Feddersen et al., 1998). Directional wave spectra were measuredalaorgshore line of 10 pressure
sensors in 8 m depth (Long, 1996), and a cross-shore array ak$8ype sensors was used to measure
wave heights spanning the surf zone (Elgar et al., 1998). Further detali® data acquisition and
processing are in Gallagher et al. (1996, 1998) and Elgar et al. 1998

The vertical current profiles in DUCK94 have previously been model@&tN@7 using an Eulerian-
averaged WEC model with a VF representation implemented within the POM caghaliBrg and Mel-
lor, 1987). Their formulation is dynamically consistent within the shallow-wetege,i.e., kh <« 1. It
includes most of the necessary wave-induced forcing for nearsippigcations, including conservative
VF and quasi-static set-down as body forces; non-conservatigafpdue to wave-breaking and asso-
ciated surface roller as surface stresses; and wave-enhangedlvaixing. A limitation of their model
arises from the assumption kifi < 1, leading to neglect of the vertical variationsuf' and VF and
distortion of the breaking acceleration profile.

We perform many simulations to expose 3D wave-current modeling sens#igTadle 2). Run 1 is
the baseline numerical experiment. It uses a type Ill shape functiofP{ar (53) withap = 0.2. The
KPP maodification by breaking relies on a type Il shape functionffdt(z) in (53) with axy = 1.2 and
¢, = 0.03. These choices represent breaking acceleration as a shalléagesintensified body force.
For the bottom streaming acceleration, a type Il shape is useidf¢z) in (55) with a,g = 3.0. Bottom
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drag is with the combined wave-current model by Soulsby (1995) zyith 0.001 m (Feddersen et al.,
1998). The wave field is evaluated by the WKB spectrum-peak model witacguroller ¢, = 1.0),
the empirical breaking parameterization (39), and the wave drag dissifga@pnCEW comprising the
frequency Doppler shift and changes in mean water column height duavieosetugglown are included
in the wave model unless otherwise stated. The wave model is tightly coupletheitturrent model
at every ROMS baroclinic time step. We omit stratificatioe.( constant temperature and salinity with
no surface heat and freshwater fluxes). We specify a weak laterabemtom difusion with a constant
codficient of 0.1 ni/s to obtain smooth solutions. The imposed forcing due to waves, wind, andtiles
averaged over the duration of the sled measurements and held constagttbe simulations. Model
parameters are summarized in Table 1.

The experiments in this section use the 3D code in a verticat 2D mode by assuming alongshore
y uniformity. The computational domain is chosen as 768 m in the cross-sheotiaiir k) with Ax = 2
m. For all runs 32 verticat levels are used with grid-height refinement near the surface and bottn. T
field-surveyed bottom topography with a bar around 120 m is used without any spatial smoothing.
Alongshore topographic uniformity is assumed, and a periodic condition issetpbim the alongshore
direction. A Neumann condition is applied at the shoreward boundary to atlags and momentum
exchange between the interior domain and the very shallow shorewaod {gg< 0). Chapman-type
radiation boundary conditions f¢f andu are adapted at thefshore open boundary with weak nudging
for /¢ andu towardsZ+§tide and-uSt. A Neumann condition is used for all other variables at tfistmre
boundary. The baroclinic time step is 3 s with a mode-splitting ratio of 30. Simulaienigitiated with
a resting state and integrated for 6 hours to obtain steady solutions tyahaegiant (i.e., they are stable
to littoral shear instability, consistent with the DUCK94 observations).

4.1. Waves and Depth-Averaged Currents

As background for the 3D simulations, we first examine two barotropic witisand without the
roller model (Runs 2d1 and 2d2). The cross-shore profiles of the field for Run 2d1 and the bottom
topography are in Fig. 1la. The simulated(x) agrees reasonably well with the observed wave height
(Elgar et al., 1998). The three dissipation terms in the wave model (Fig. etbpuistrate that depth-
induced breaking® occurs at two locations, around the bar crest and the nearshore.rdgie roller
dissipatione’ peaks slightly shoreward @P by design. The frictional bottom streaming dissipati/f
is about one order of magnitude smaller than the others around the brealirs;, but it is dominant in
the afshore regionX > 500 m). Because the WKB ray model is independent of the roller metiahd
e are identical in Run 2d2.

We compare the depth-averaged velodity: (U, V), and dynamic sea levef® — /iige, among Runs
2d1-2d2 and two analogous 3D simulationg.{ Runs 1 and 2, with and without the roller model) in
Fig. 1c - e. Aroller has significantiects. The cross-shore velociiys altered by the roller contribution
to uSt because it must be an anti-Stokes flow in alongshore-uniform, steadysstations as required
by barotropic mass conservation (Sec. 5.1; Uchiyama et al., 2009). ifieeedces between 2D and
3D models are appreciable, more so/fhandV than inu. V generally increases towards the shore,
particularly beyond the breaking point around the bar crest, and theminidhes toward the shore.
The roller pushes the pealocations shoreward and weakens the cross-shgradient in the 2D and
3D cases. In the 3D runs, the pealis reduced and the alongshore momentum is distributed further
shoreward than the 2D cases, due to the bottom drag modification and ivadim@ntum imbalance via
vertical mixing (Sec. 4.8). The 3D Run 1 with shallow breaking and rolleviges the best agreement
with the observed fixed-arrayfrom Feddersen et al. (1998). Althoughand/® vary in x, the resultant
wave fields are nearly the same among théedint cases, indicating that CEW plays a small role in
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Figure 1:Cross-shore profiles of (a) resting dejpthwave heightH. (observed and modeled), and modeled wave
angled; (b) p~* times the wave dissipation rates by depth-induced breadingller €', and bottom drag"?; (c)

% (d) u; and (e)- v along with the observed alongshore velocity from the fixadhaEMCs (circles) (Feddersen
etal., 1998).

DUCK®94 (in contrast to its much larger role in rip currents and littoral shestabilities Yu and Slinn,
2003;0zkan-Haller and Kirby, 1999; Uchiyama et al., 2009).

4.2. \ertical Sructure

To exposeBP depth-dependency and roller contributions in (48), we compare fowsidDlations
(Runs 1 - 4; Table 2). Runs 1 and 2 have breaking as a shallow bodly, fwhile Runs 3 and 4 have
a weaker depth variation iB? by settingk, = 2k (i.e,, the same profile agS) in (53); we call the
latter runs deep breaking cases. The roller contribution is included in Rand 3 and absent in Runs
2 and 4. Figures 2 and 3 display, W), (uS!, wS') andK, for Run 1 in thex — z plane (this case has
the best match with the observed barotrogi€ig. 1e). u(x, ) has a surf-zone overturning circulation
with a strong onshore flow near the surface and an opposifghare undertow near the bottom. This
circulation pattern is most prominent around the bar crest. The largestiveegappears in the trough
region shoreward of the bar. An increasekgfassociated with an increasel(# is observed around the
bar and near the shoreward boundary (Fig. 3), consistent wittP¢Reprofile (Fig. 1b). The 3D stokes
velocities are strongest at these two breaking points, with depth-variat@mie such a shallow area
(Figs. 2d-).uSt is much stronger thaw® by an order of magnitude due to the small obliqueness of the
incident waves. The divergence implied 6% induces twow®t dipole circulations, with wave-induced
upwelling adjacent to the shoreline and inshore of the bar, and downwetflistgpre of these locations.
The vertical velocityw is comparable in magnitude >, and its primary upwelling and downwelling
centers occur in similar cross-shore locations, albeit more bottom-coatahire., up- and downward
flows on the inshore andishore sides of the bar in thé&shore-headed near-bed undertow. The vertical

variation ofuSt implies a depth-varying VF that leads to a simulation improvement compared to the
18
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Figure 3:Distributions of vertical eddy viscosity for Run 1; (a) KP&ntributionK&, (b) wave breaking contribu-
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Figure 4:Distributions ofu andv for shallow breaking without roller (Run 2; panels a and éepl breaking with
roller (Run 3; b and e); and deep breaking without roller (Run and f). Contour intervals are 0.053n

NAO7 model (Sec. 4.8). The cross-shore undertow profile is modifietfisigntly by the deeB® (Figs.
4a-c). The surf-zone recirculation ingreatly weakens in Runs 3 and 4. Exclusion of the roller shifts
the bar recirculation i towards the shoreward trough region, then it increases the surfasberen
near the shoreward eng(x, 2) is modified less than(x, zZ) among these runs (Figs. 4d-f), but the deep
breaking acceleration tends to generate the pdagation near the bar crest and deeper than the shallow
breaking cases. In turn, the roller acts to shift the pelaication shoreward, andis mixed horizontally
to reduce its cross-shore gradient.

Simulatedu(x, 2) fields are compared with the observed velocities (Garcez Faria et aR, 2000)
in Fig. 5, and the normalized r.m.s. errors foandv (as defined in NAO7b) at a total of 42 measurement
positions are summarized in Table 2 (last two columns). The errors for Rumatching the observa-
tions are generally the least. The deep breaking definitely lacks the datimoupattern iru, with much
weaker near-bedftshore undertow and near-surface onshore flow. All four 3D rawe tiairly good
agreement irv, while the exclusion of the roller clearly misses the increase iafthe trough region.
As a consequence, both the shallow breaker forcing and the rolletlshifieakv location shoreward,
and the former acts to generate the recirculatirfgeld quite well. The vertical structure af and the
r.m.s. errors for Run 1 or = 0.43 andveror = 0.092; Table 2) are similar to or a bit even better than
those in NAO7 whereleror andveror range 045— 0.70, and 012 — 0.50, respectively; nevertheless, we
view NAQ7 as a generally skillful model of the shallow-water regime in DUCKId4 < 1). TheK,
field from the modified KPP model (Fig. 3) has wave-enhanced strudtotesiear the surface and at at
mid-depth that influence the currents (Sec. 3.4). It is qualitatively similar t&Hield in NAO7 based
on a two-equation local turbulence closure model with a modification due te tr@aking as in Craig
and Banner (1994).

4.3. Effects of Waves
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Figure 5:Model-data comparison in Runs 1 - 4 for (aand (b)v. The vertical thin axes indicate the measurement
locations.
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Figure 6:Cross-shore profiles of (a) combined breaking and rollesijpégione® and (b) depth-averaged alongshore
velocity —v for differenta, values (Runs 1, 2, and 5 - 7).
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Figure 7:Model-data comparison in the trough region= 82 m) with diferente, values (Runs 1, 2, and 5 - 7) and
without CEW (Run 8) or WEC (Run 9): (a), (b) v, (c) the cross-shore combined non-conservative breakidg a
bottom streaming force&"*, and (d)K,. The horizontal dotted lines areat h=D — H, orz= /¢ - H.,.
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The roller model can be viewed as a correctiortq39) andB® (48). We assess its influence by
varying the value ofy, in (48) in 5 cases: Run l¢; = 1; Run 2:a; = 0; Run 5:a; = 0.25; Run 6:
ar = 0.5; and Run 7a, = 0.75. Asa, increases, the peaf® = (1 — o;)e® + €' location moves slightly
shoreward, and'® is noticeably intensified in the trough region, 50x < 100 m (Fig. 6a). Th&
profiles gain more alongshore momentum in the trough with largéFig. 6b). The vertical shears in
u are also enhanced with larger (Fig. 7a-b). This is due to an increase in the combined breaking and
bottom streaming forc&"* (Fig. 7c). The changes ™ alter the vertical eddy viscosity profiles (Fig.
7d), which are partly responsible for theprofiles. Thus, we confirm that a roller component greatly
improves the match to DUCK94 (Garcez Faria et al., 1998, 2000, NAO7b).

In Fig. 7 we show two additional cases that artificially restrict the waveeatiinteraction: Run 8
has no CEW in the WKB model, and Run 9 is entirely without WEC. Ignoring CEM&schot have a
large dfect in this situation because the wave fields are not vefgrént among our cases (Sec. 4.1).
However, without WEC, both the recirculationirand the flow inv are very weak, whil&,, reverts to
the KPP-evaluated; without wave-current interaction, the currents are entirely windedrivt is, of
course, no surprise that WEC, especially duBfpis a primary influence on littoral currents.

4.4. Depth-Dependent Breaking Acceleration

The vertical scale oB®(2) set byk, in (53) is crucial in the resultant surf-zone flow structure. Ex-
tending the runs in Sec. 4.2, we test §elient settings for the breaking acceleration (Runs 1, 3, and 10
-13in Table 2). Runs 1 and 10 - 12 have a shallow breaking force withealtyfunction in (53) with
diﬂ“erentkgl = apH.: a, = 0.1 (Run 10), 0.2 (Run 1), 0.5 (Run 11), and 1.0 (Run 12). Run 3 is for a
deepBP (i.e., ky = 2k). Run 13 specifies the breaking force as a surface stress as in (52).

For the smallem, and surface stress casesandv around the bar cresk(= 123 m) are rather
alike and show a good agreement with the observations (Figs. 8a-b andhtke errors in Table 2),
regardless of the ffierentB® profiles (Fig. 8c). However, with larges, the surface onshore and near-
bed dfshore undertow flows i are significantly reduced, and the r.m.s. errors are much larger, while
vis overestimated. The Stokes-scéfein Run 3 gives the worst agreement, and the sheaismearly
absent. Vertical eddy viscosity, is substantially unaltered for all the cases (Fig. 8d). We conclude
(consistent with NAO7b) that a surface-concentraB8cbr an equivalent surface stres, is essential
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to reproduce the surf-zone flow structure. We further test the sdtysttivthe types off °(2) function in
(53), but find its influence oua(x, 2) to be secondary to the choicelgf

4.5. Breaking Enhancement of \Vertical Mixing

The wave breaking modification to KPP relies on a choice of the verticakshagtion fXV(2), its
inverse scal@gy, and the parametey, (Sec. 3.4; (59)). We test their sensitivities by comparison of Run
1 (type Il shape functiorggky, = 1.2,¢, = 0.03) with Runs 14 - 15 (types | and Ill), Runs 16 - 18 (type
Il, axy = 0.4, 0.8, and 1.6), and Runs 19 - 21 and 5 (typeyk 0.01, 0.05, 0.07, and 0.1). Unlike with
f0, the difusivity shape function has a noticeable influence, by underestimatiden type Il is used
andKP exhibits less decay downward to the bed (Fig. 9). Similarlyaasincreases the near-surface
breaking &ect deepens to intensify the near-b&l while the KPPK? changes little among these cases.
With smallerak, the recirculating structure mand magnitude in are both strengthened. The empirical
constanty in (59) also has moderate influence on the resulidigld (not shown). Its role is somewhat
similar to that byak,: decreasingy, leads to stronger recirculation inand to speed itv. (Notice
that the Run 1 values that best fit DUCK94e( axy = 1.2 andc, = 0.03) differ somewhat from the
values suggested by Terray et al. (1996) and Apotsos et al. (200@¢€ép-water wavesk, = 0.7 and
cp = 0.07). We infer from the data comparisons that there is a greater sensitititg ghape profile in
KP than inBP, and that the wave-induced mixing scale is significantly larger than the anaidgeaking
acceleration scale.¢., a, = 0.2).

4.6. Bottom Sreaming

Wave-induced bottom streaming (Sec. 3.3) has been less investigatedat@hdéh WEC mecha-
nisms because it occurs within a thin wave bottom boundary layer (WBBLjitakes measurement and
modeling dificult in the natural environment. We test the sensitivity to the non-dimensiomgthlscale
awd in (54)-(56) with Runs 23, 1 and 24y = 1, 3 and 5, respectively), as well as Run 25 where the
WBBL is unresolved and imposed as a bed stress as in (57) and Run 26 streaming and bottom
wave-drag dissipation are neglected witif = 0. The r.m.s. errors in Table 2 demonstrate exclusion of
the streaming leads to a modest increase of model error, while the othsryeglseapproximately the
same errors; however, there are few measurements near the bottom. déledaita comparison around
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the bar crest (Fig. 10a) shows thais too strong without streaming because the near-bottfishare
flow is in the opposite direction to the onshore streaming stress. The streaffhilegd® is even stronger
in the dfshore region with a wind-driven Stokes-Ekman flow (Fig. 10b); the stieg generates an
onshore bottom velocity of.06 nys and shifts the profile af over the entire water column. Even in the
offshore site, the sensitivity to tH&*d(z) (54) profile is modest (including to the function type fii¢;
not shown). The WBBL thickness, in (56) is estimated as 0.04 0.01 m, which is only marginally
resolved with a bottom-most grid height that varies from 0.03 m at the shotddvwoundary to 0.1 m at
the dfshore boundary. In other tests we have seen that marginal resolutieveroan unresolved bot-
tom stress, is dficient to capture the bulkfect of streaming omi(2). In offshore regiong" typically
dominates ovee®, and its dfect is known to be significant (Xu and Bowen, 1994; Lentz et al., 2008).
leads to a cross-shore bottom velocity convergerftshore of the bar crest in our simulations, and its
associated sediment transport may help to maintain the bar structure in tkerseurf

4.7. \Wave-Enhanced Bottom Drag

Bottom drag is well known to be the most important factor that determines bpiotlongshore
velocity vV (eg., Uchiyama et al., 2009). We examine its sensitivity on @0vith alternative drag
formulations: the combined wave-current model (60) vgitl= 0.001 m (Run 1), 0.005 m (Run 27) and
0.01 m (Run 28); the linear drag model (61) with= 0.004 m's (Run 29) and 0.008 f® (Run 30); and

the log-layer model (62) witlg = 0.001 m, omitting bed shear stress enhancement due to waves (Run
31). The vertical profiles ofi around the bar crest (Fig. 11) vary substantially among these cases, as

expected from barotropic modeling experience. Runs 1 and 30 lead toxapptely equivalent flow
fields with good model skills (Table 2). Increasingwith the Soulsby model increases model error by

weakening the recirculation in and reducing.. The linear drag model with small = 0.004 and the
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log-layer model yield good profiles, but they have largerthan measured. Other sensitivities related to
bottom drag are tha,(2) is slightly altered through CEW oKP and bed shear stress on the KRf
(not shown). Among the runs presented here, the Soulsby modekyvith0.001 m provides the best
overall agreement with the data; the same conclusion was drawn with @cosimulations ofv for
DUCK94 (Feddersen et al., 1998). In summary, bottom drag also playsgkrole in the 3D structure
of u.

4.8. Horizontal Momentum Balance

To diagnose the influential mechanisms in our 3D solutions, we analyze the rmumbkalances in
Runs 1 - 3 {.e, the case that best matches Duck94, a case removing the roller, andiacctaasing the
vertical scale of the breaking acceleration). The advection and htai2dh terms in (26) and (27) are
rearranged into non-flux forms to separate the Eulerian advecti®ju and the horizontal VB in (5),
which includes the Stokes-Coriolis force. The vertical MRn (5) is extracted from the second term
in the integral in (33) and added to the horizontal VF terms to combine them intotédle/F terms.
The horizontal gradient of the rest of (33) is the total pressure grafticce (PGFP®. We decompose
the PGF into the non-WEC current contributiBfi the quasi-static respon§®; the Bernoulli head
contributionP" from the interaction between vertical current shear and depth-depesdokes drift;
and the WEC surface pressure boundary corred®in

plot = PC.y pWwec = pc 4 pds 4 pbh y pre

v4
-V, (ggc + f 2—'0 dz) + gVLZ + VK e +V P o . (63)
~h PO

pwec — pas 4. pbh 4. pPe denotes the combined WEC contribution. All the momentum terms shown here
are volume-averaged and placed on the right side of (26) and (27).

The barotropic cross-shore momentum balance in Fig. 12 is led by thaigegadient P*) and
breaking forces. This is consistent with the classical view of surf-znoomentum balance between
wave-setup and breaking acceleratioin (Bowen et al., 1968; Raubenheimer et al., 2001). In the shallow
breaking cases (Runs 1 and 2), the advection and the VF terms provi@dlypaanceling cross-shore
transports, whereas they are quite small in the deep breaking case YRNot8 that the cross-shore
horizontal VF in Runs 1 and 2 is dominated by the vertical VF contribution.altvegshore momentum
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Figure 12:Depth-averaged (top) cross-shore and (bottom) alongshomentum tendencies for Runs 1 (baseline
case), 2 (no roller), and 3 (de&).
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Figure 13:Depth-averaged cross-shore PGF decomposed as in (63) figr Ru3.

26



607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

(a) x: AV X (m/s?) (b) x: advection (m/s?) (©) x: DX = AV (m/s?) (d) x: vortex force (m/s?)

(e) x: pressure (m/s?) (f) y: advection (m/s%) (g)y: DY - AYY (m/s?) (h) y: vortex force (m/s°)

0 50 100 150 200 250 3000 50 100 150 200 250 3000 50 100 150 200 250 3000 50 100 150 200 250 300
distance offshore, x (m) distance offshore, x (m) distance offshore, x (m) distance offshore, x (m)

Figure 14:Leading terms in the 3D horizontal momentum balance for Rufallx wave acceleratiod"*, (b) x
Eulerian advection, (cX vertical mixing D¥*, (d) x total VF, (e)x PGF, (f)y Eulerian advection, (gy vertical
mixing D", and (h)y total VF.

balance is led by the breaking acceleration and the bottom drag, agaistenhwith the classical view.
There is a secondary balance between the advection and VF as remuitezibarotropic mass balance
that results in the anti-Stokasflow for an alongshore-uniform, steady circulation (Uchiyama et al.,
2009). These secondary terms are again cross-shore transjgiafiegrhave a larger reach between the
bar and the nearshore when the roller is present (Runs 1 and 3).Idrgskore VF generally opposes
y—advection where the latter is strong, but they are not completely cancdiegpparently because of
different vertical structures af anduSt. The VF is also opposite tB°Y < 0 around the bar region and
near the shoreline, while acceleratimgc 0 in the trough. The trough acceleration occurs in a more
shoreward location with shallow breaking and roller (Run 1) than other(idses 2 - 3). In addition

to the broadee™ in the trough with roller, the alongshore VF 3D shape is the reason why tie-fse
occurs well inshore of the bar in Run 1 with better agreement with the measote (Fig. 1e; Secs. 4.1
and 4.2).

The depth-averaged cross-shore PGF decomposition (63) show&/Et@tcontributionPVX is a
significant modification oP'®X, although shallow breaking (Runs 1 or 2) has a laR¥F* than deep
breaking (Fig. 13)P"* for Run 3 is primarily led byP** and the quasi-statie?>, corresponding to the
classical barotropic cross-shore momentum balacfceBowen et al., 1968; Uchiyama et al., 2009). For
Runs 1 and 2P js dominated byP"* and P%%; i.e., P'X js modified significantly by the vertical
current shear througR"*. This mechanism causes thefdience in the wave-induced sea-level rise
(setup) between the 2D and 3D cases in Fig. 1c. The WEC surfaceimdssindary correctioRP°* is
small for all cases here.

Leading terms in the 3D cross-shore momentum balance for both Runs 1(kitd 34a-e - 15a-€)
show the central role of vertical mixinB"“* in the bar and shore regions. It vertically connects the
surface-intensified breaking to the bottom drag in the cross-shore balance (in combination with
a nearly barotropic PGF). The increase®f* < 0 with height and the bottom-intensified structure
of cross-shore advection and VF induce theecirculation in Fig. 2a; however, the features are much
weaker with deep breaking (Run 3), as is the recirculation itself (Fig. 4b).

The WEC role in the alongshore momentum balance (Fig. 14f-h) is even ririkieg because
VF has a significant decrease with depth in balancing the baroclinic distmisutioboth advection and
vertical mixing (whereas VF merely balances advection in the depth-aacitagiget; Fig. 12). With

27



636

637

638

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

(a) x: AV X (m/s?) (b) x: advection (m/s?) (©) x: DX = AV (m/s?) (d) x: vortex force (m/s?)

(e) x: pressure (m/s?) (f) y: advection (m/s%) (g)y: DY - AYY (m/s?) (h) y: vortex force (m/s°)

0 50 100 150 200 250 3000 50 100 150 200 250 3000 50 100 150 200 250 3000 50 100 150 200 250 300
distance offshore, x (m) distance offshore, x (m) distance offshore, x (m) distance offshore, x (m)

Figure 15:Same as Fig. 14, but for Run 3

shallow breaking (Run 1), advection and vertical mixing primarily redistributertically, while VF is
mainly a horizontal redistribution. Even with deep breaking (Run 3), VFshasficant vertical variation
(Fig. 15h). This implies that in shallow littoral regions like DUCK94, it is neeggdo have a fully 3D
structure for Stokes drift and VF, unlike in the NAO7 model. The primarygdbore momentum balance
occurs between advection and vertical mixing in Run 1, particularly ovesdhand near the shoreward
boundary, where the recirculatingis most prominent, and VF enters at the same order of magnitude.
In Run 3 VF contributes relatively more to balance the advection, while thicakemixing plays a
secondary role (Fig. 15f-h). The alongshore non-conservatranig AYY (not shown) is proportional
to AY* by definition, hence always negative to drive the negative

In summary, WEC is quantitatively important fofx, 2) in the surf zone momentum balance through
both VF and especiallp***. A similar conclusionis in NAO7 regarding VF, although its vertical structure
is neglected there.

5. Model Comparisonsfor a Plane Beach

Another test case is a littoral flow driven by obliquely incident waves damebeach with a uniform
slope of 1:80. This problem was posed in HWO09 to comparatively assasssa3pD model (SHORE-
CIRC) and a fully-3D model (developed in W08 using ROMS), both bageuh @ radiation-stress for-
malism. The W08 model is based on a set of wave-averaged equatioveddeyi Mellor (2003, 2005)
using a GLM-like vertical mapping approach with a depth-varying radiati@sses. Here we compare
the latter solution with ones using the present ROMS model with identical wdds fiétained using
SWAN without CEW. As described in HW09, théshore spectral waves are specified by the JONSWAP
spectrum for 2 m significant wave heightg with a peak period of 10 s at an angle of 10 degregthe
shore-normal direction. A quasi-barotropic quadratic bottom drag medskd:

8 = pocolUlu, (64)

with cp = 0.0015. For 3D runsl in (64) is the horizontal velocity at the bottom-most grid cells, whereas
it is U in a 2D barotropic run. There are minor functionafféiences between the two models — the
W08 model has a wettiridrying capability (whereas our model imposes a solid wall boundary with the
minimum water depthhmin = 0.01 m, at the shoreward boundary), and it relies on a &L 8turbulence
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Figure 16:Plane-beach cross-shore profiles of (a) ddptkignificant wave heightlsg, and breaking dissipation
ratee®/po; (b) £% () U; and (d)v. Runs a, b, and d are compared with the HW09 solution. Plussrasgict the
analytical solution (66)-(68).

closure model (Warner et al., 2005) (whereas our model uses eitheratiéied KPP or the analytical
model in (65); however, these do not dominate the solutiffierdinces we present).

The horizontal extent of the domain is 1180 mxifcross-shorex 140 m iny (alongshore) with grid
spacings ofAx = Ay = 20 m. The model coordinates have a west-coast orientation, withfitkieooe
open boundary located &t= 0. The resting depth varies from 12 m to 0.01 mh{;n), and is discretized
with 20 uniform verticals levels. Boundary conditions are alongshore periodicity, zero normal flu
and tangential Neumann conditions at the shoreline boundary, and Chdppearadiation with weak
nudging foru and/° (as in Sec. 4) at theffshore boundary. Rotation is excluded with= 0. There is
no lateral momentum ffusion, stratification, nor surface wifidkatfreshwater fluxes. Roller waves and
bottom streaming are excluded. We conduct four simulations with the presstdl: a 2D barotropic
case (Run a), and three 3D cases with breaking acceleBtig48) using a type Il shape function (53)
with eitherky = (0.2H,)~! (Run b),k, = 2k (Run c), or the same as Run ¢ but with a parabolic profile for
vertical mixing (Run d). The last run mimics the eddy viscosKy)(distribution in the W08 modeljiz,

10_hLZ

Kv(2) =0.011(+ 2 D

(65)

In our modified KPP, we use a type Il shape function vt = (1.2H,)™ andc, = 0.03 for Runs b and
c. For each run the time integration is continued until a steady solution occurs.

5.1. Barotropic Fields

Uchiyama et al. (2009) show for steady, alongshore-uniform, unsictiiion-rotating solutions that
the barotropic continuity balance can be integratexfimm the shoreline to yield thefishore-directed,
anti-Stokes cross-shore transport velocity,

U= -uSt. (66)
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Figure 17: Plane-beach profiles of (a) cross-shore and (b) alongstmmpanents oB™ for all four runs. In
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An analytical solution for th& is obtained from the mean alongshore momentum balance, where (66)
implies separate sub-balances between the VF and alongshore advieetiad{V = —uSt (- V, x 0))
and between bottom drag and breaking acceleration:

. ebky
poCplUlv = — (67)

wheretil = VU? + V2. The cross-shore barotropic momentum balance is dominated by PG Feakéhigr
acceleration:

€k
poDo

90« (€= ¢) ~ (68)

By integrating (68) from the fishore boundary with® |x-o= ¢ (@assuming:° |y-o= 0), the°(x) profile

is approximately retrievece(@., Longuet-Higgins and Stewart, 1962; Bowen et al., 1968). With (66) -
(68) and (7) plus the SWAN-produced wave datadtyrk, and.A, we can readily calculate analytical
solutions foru(x) andZ¢(x).

The shoreward decrease kg occurs because af, while refractive wave shoaling has a weak
influence (Fig. 16a). Wave breaking occurs around §00 < 1000 m with the peak near= 700 m.
The ROMS€in Fig. 16b generally agrees well with the analyti¢afrom (68). A minor deviation arises
in the case with a shallow breaking force (Run b) near the shoreline moBlirhead &ect (as in Sec.
4.8). A slightly larger deviation ig® is also found with the W08 model; because it extends féshore,
we suspect it is an artifact from the ocean boundary condition, butigesaonly a modest discrepancy
compared to the 3D flerences emphasized in Sec. 2ut Fig. 16c¢ is in almost perfect agreement with
(66) for all the casesi also corresponds to the analytical solution (67) fairly well, particulariyRfon a
(2D) (Fig. 16d) while the 3D cases show deviations because of the 3Bntumn the bottom drag force.
V peaks at almost the same cross-shore location for all the cases, ford@ph b with a more onshore
IVl maximum because of a cross-shore momentum imbalance associated withahd vertical mixing
DY (47), consistent with DUCK94 results (Secs. 4.4 and 4.8). In the brgakine in Run dy coincides
with that for the W08 model. The W08 model produces a small positiopposing the incident wave
direction in the @fshore & < 500 m). Run c has a fliciently similar answer to Run d that we do not
show it here, indicating an insensitivity to the particlkg(z). All the cases shown here generally agree
well with the analytical depth-averaged solutions, although HW09 has alglighger mismatch and
a non-zero valueftshore (in the direction opposite to the incident waves), again probablyrdboy
condition artifact.
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In the present model the vertically-integrated WEC accelerations byibgeakd and the quasi-static
PGF may be combined as

C

¢ -
Bl = f Bdz+ gDV, ¢ . (69)
-h
In W08 the 3D horizontal radiation-stress divergeBae

9SSy Sy _0Sy 8Sy Sy

70
ox ay oz = X ay 0z (70)

S=(SX9) =(

(Mellor, 2003; Warner et al., 2008), with an associaB = fj Sdz. Figure 17 shows that thg*t*
profiles are essentially identical between the two models and unchanged amoxlferent cases.
There is some small fierence inB*®Y(x) (Fig. 17b), where the HWO09 profile has a slight positive bias
associated with the artificial positiwein the dfshore regionX < 500 m; Fig. 16d).

5.2. Vertical Shear

In the surf zone the shallow breaking case (Run b) has the strongésutation inu(x, 2), with
near-surface onshore flow and near-bé@lwmre undertow (Fig. 18). This pattern is similar to that in
the DUCK94 breaking regions (Fig. 4). The other 3D cases (Run d &A% induce much weaker
recirculation in association with deeper breaker acceleration profilegnimast, Run b has the weakest
V(X, 2), while Run d and HWO09 have similax The modified KPP scheme concentrakg$x, z) near
the surface in the breaking zone (Run b), while the other cases have deptidmaximum foK, that
increases with depthfishore (Fig. 18: lower-middle). Because Runs b and ¢ (not shownnare
similar inu andv than either is with Run d and HWQ09, we conclude that the most important distinction
is the vertical structure d8, with K, providing a lesser distinctioref(, Sec. 4.5). All models yield the
same anti-Stokeg(x) (Fig. 16), but the W08 model generates an onshore surfgce) even in the
offshore region outside the breaking zone, which is not seen with the prasdel. (HWO09 shows that
the SHORECIRC model also yields a less shearptbfile in the dfshore region than the W08 model.)

In the W08 model the radiation stress tensor (€@, Sy, can be rearranged as

E kxky coshX(h+2) + 1
po Kk sinh &D

This 3D radiation stress has a depth-dependency of ck$hf2z)] function, consistent with our type
1l vertical shape functiorf®(z) for B with k, = 2k in (53). This becomes nearly constant in shallow
water kh — 0), including over much of the surf zone. Thiin the W08 is vertically homogeneous
(Fig. 18: bottom panels), in contrast to the shallB%in Run b. In Run dBP resemblesS. There-
fore Runs b and d (and HWO09) are closely related to Runs 1 and 3 in theKDdd@eriment (Sec. 4,
Fig. 5) in terms of the depth-dependency parameter choice. Accordihgyanticipated that the 3D
radiation-stress modeé.¢., Mellor, 2003) could have noticeable deficiency for surfzone application
In addition, a more vertically-sheared velocity field with the appropB&téorcing is essential to more
correct VF representation that leads to significant modification in the momerdlance as seen in Sec.
4.8, particularly through the horizontal and vertical VF and the Bernoabiehpressure forc&€. The
radiation-stress divergence contains multiple aspects of WEC: the gatigerVF (if the accompany-
ing wave model takes CEW into account appropriately; Lane et al., 26@onservative gradient of
the quasi-static PGBV . (as part ofSyy andSyy; e.g., Longuet-Higgins and Stewart, 1964), and the
non-conservative accelerati@¥. WhenS is evaluated with the vertical structure of the leading-order
primary wave solutiongg., Mellor, 2003), then it causes an underestimation of vertical shaarTihe

(71)

Xy:
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Figure 18:Model comparisons among Runs b and d for the present modehanf08 model (in HWQ9): (top;
(upper-middle); (lower-middle)K,; and (bottom)B® (Runs b and d) o8 (HW09).

present model cleanly separates th@edent WEC influences and allows them to hav@edéent spatial
distributions.

6. Summary and Prospects

Wave-current interaction with a vortex-force (VF) formalism is implemented fally-3D oceanic
circulation model (ROMS) intended for use in a wide range of conditions.Hiilerian wave-averaged,
multi-scale asymptotic theory by MRLO4 is adapted to be appropriate for RQdisservative wave ef-
fects include the VF, the Stokes-Coriolis force, Bernoulli head, andiegiatic pressure and sea-level re-
sponses. Non-conservative accelerations are included througm@i@rizations of depth-induced break-
ing, associated surface rollers, and wave-induced streaming dissipatioa bottom. Wave-enhanced
mixing from surface breakers is included (adapted from Battjes, 1%&5)s wave-enhanced bottom
stress and bottom-boundary layer mixing in a KPP parameterization (Laayje294). Here the model
is applied to the surf zonefftoDuck, NC and demonstrates a good agreement wmithitu velocity data
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for appropriate choices of several model parameters. The modethigfuwompared to another ROMS-
based 3D model with a depth-dependent radiation-stress formalism €Wetral., 2008) for a littoral
current on a gently-sloping plane beach.

Littoral currents are caused by depth-induced wave breaking in thdepns solved here. In the
DUCK94 problem, alongshon&Xx) is largest near the topographic bar and has a momentum balance of
breaking acceleration against deceleration by bottom drag and vorax fohile cross-shorg(x) is
an dfshore, anti-Stokes transport locally enhanced near the bar andisédrg breaking and shifted
shoreward by VF. Surface-intensified breaking (on a seal,) by the primary and roller waveR® is
essential to reproduce the measured current profi{@sz) peaks shoreward of the bar and has a modest
degree of vertical shear, whilgx, ) has two strong recirculations (onshore at surfaffishore at depth)
near the bar and shoreline. Wafieets ofB®, vertical mixing, PGF, and vortex force all contribute to the
maintenance of the current profilesfi€hore of the breaking region, the wave-induced bottom streaming
stress shifts the maximum of the anti-Stoké® > 0 upward to mid-depth. Similar conclusions obtain in
the plane beach problem, where in particular a previously proposedadiation-stress representation
greatly underestimates the recirculationuifx, z) compared to WEC with shalloBP, K2, and vortex
force.

The two applications presented here are of limited generality due to the vesatihthe &ect of
currents on the waves (CEW), the absence of strong alongshoréormaii@g., rip currents), density
stratification, interaction with eddying currents, suspended sedimentgyvandon-hydrostatic current
dynamics. We anticipate that significant additional wave-current interaglienomena will be abundant
in these variously more general regimes.
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