An improved method for estimating water-mass ventilation age from radiocarbon data
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A B S T R A C T
Existing methods for inferring the ventilation age of water masses in the ocean using radiocarbon data neglect the effects of diffusive mixing. In the presence of varying atmospheric Δ14C, this neglect produces spurious time dependence in the estimated ventilation ages. To correct this deficiency we propose a new method for estimating the ventilation age from sediment core radiocarbon data. The new method is formulated in terms of parameterized age distributions that account for the effects of advective and diffusive transport in the ocean. When applied to simulated radiocarbon data from an OGCM, the method is able to closely reproduce the modeled ventilation age, whereas other methods are not. We also applied the method to sediment-core radiocarbon data from the deep subarctic northeast Pacific. We estimated the model parameters using a Bayesian approach that allows for a careful quantification of the uncertainty in the inferred ventilation age. Results from the sediment-core analysis show larger ventilation ages during the last glacial maximum compared to the Holocene, although uncertainty on individual age estimates is high. Large excursions in ventilation ages for one of the cores may also indicate a change in the reservoir age of North Pacific surface waters during the last deglaciation.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The ventilation age of a water mass is defined as the time that has elapsed since the water was last at the sea surface (e.g. Thiele and Sarmiento, 1990). The concept of ventilation age is used extensively in oceanography — for example in estimating the rate of ventilation (Hall et al., 2007), the rate of oxygen utilization (Feely et al., 2004), and the rate at which the ocean takes up anthropogenic CO2 (Hall et al., 2002; Waugh et al., 2006; Khatiwala et al., 2009). Ventilation age records estimated from deep-sea sediment cores (Sikes et al., 2000; Broecker et al., 2004; Robinson et al., 2005; Galbraith et al., 2007; Broecker et al., 2008) provide key constraints on the ability of the ocean circulation model and sophisticated data assimilation techniques. One straightforward approach approximates the ventilation age using the difference in the radiocarbon ages of contemporaneous benthic (bottom-dwelling) and planktonic (surface-dwelling) foraminiferal shells deposited in ocean sediments. This age difference is known as the benthic–planktonic age or B–P age. When corrected for an assumed surface reservoir age, the B–P age is sometimes referred to as an apparent ventilation age (e.g. Sikes et al., 2000). Adkins and Boyle, (1997) showed that the B–P age is an inaccurate estimate of the true ventilation age if the atmospheric 14C/12C ratio is not constant with time. They suggested an alternate method to account for the time dependence of the initial 14C/12C level of surface waters by extrapolating the benthic 14C/12C ratio backward to the time where it intersects the relatively well known atmospheric 14C/12C history (Adkins and Boyle, 1997). Ages produced using this method are known as projection ages. The projection age method is straightforward to apply, but makes a critical assumption that is unlikely to hold in the ocean: the water mass is transported from the surface to the deep ocean without having its initial radiocarbon signature diluted by the entrainment of older water masses with already depleted radiocarbon values. As shown in the modeling study of Franke et al. (2008b), both projection ages and B–P ages can have errors of similar magnitudes for realistic atmospheric 14C/12C histories.

An important development in the past ten years for the study of the contemporary ocean circulation using transient and radioactive tracers has been the introduction of an age distribution function, sometimes called a TTD (transit-time distribution), to take into account the fact that in the presence of mixing due to eddy-diffusion
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and shear dispersion, fluid elements are transported from the surface to the deep ocean via a multiplicity of pathways, some of which are relatively fast while others are much slower (e.g. Delhez et al., 1999; Holzer and Hall, 2000; Haine and Hall, 2002; Delhez et al., 2003; Waugh et al., 2003; Primeau, 2005; Primeau and Holzer, 2006; Peacock and Maltrud, 2006; Holzer and Primeau, 2008; Holzer et al., in press). In this paper we present an improved method for estimating paleo-ventilation ages from radiocarbon data that makes use of the age distribution concept. Our new method is based on an integral equation that relates the deep-water $^{14}$C/$^{12}$C concentrations to the atmospheric radiocarbon history using parametric functions that represent the distribution of times since water parcels in the deep ocean were last equilibrated with the atmosphere. For radiocarbon, the age distribution can be factored into two parts, one that is associated specifically with the air–sea equilibration of $^{14}$CO$_2$ and a second part that is associated with tracer-independent transport processes. To estimate the parameters in our model, we use a Bayesian methodology that allows a careful determination of the most probable values of the parameters and their uncertainty. We illustrate the use of the new model and estimation method by first applying it to simulated radiocarbon data from an OGCM, and then by applying it to radiocarbon data from two sediment cores in the deep subarctic northeast Pacific (Galbraith et al., 2007; Gebhardt et al., 2008).

2. Integral equations for oceanic radiocarbon

The radiocarbon content $R$ of dissolved inorganic carbon (DIC) in the ocean, expressed as the ratio $^{14}$C/$^{12}$C relative to some arbitrary standard ratio, can be treated to a good approximation as a passive tracer governed by the advection–diffusion equation,

$$\frac{\partial}{\partial t} R + \nabla \cdot (u - K \nabla) R = -\lambda R,$$

(1)

where $u$ is the fluid velocity, $K$ is the eddy–diffusivity tensor, $\nabla$ is the gradient operator, and $\lambda^{-1} = 8266$ years is the $e$-folding decay timescale for $^{14}$C (Toggweiler et al., 1989). Biological sources and sinks of $R$ are generally neglected because their influence is small (Fiadeiro, 1982). Eq. (1) is solved subject to a surface boundary condition that prescribes the air–sea flux,

$$F = k(R_{asm} - R),$$

(2)

where $k$ is the gas exchange piston velocity for $R$ and $R_{asm}$ is the radiocarbon content of atmospheric $^{14}$CO$_2$.

The solution to Eq. (1) at any time $t$ and any point $r$ in the interior ocean can be expressed in integral form as

$$R(t, r) = \int \int_{-\infty}^{t} e^{-\lambda(t-t')} \tilde{g}(t', r; t, t') R_{surf}(t'-\tau, r') d\tau dr',$$

(3)

where

$$R_{surf}(t'-\tau, r') = \int_{-\infty}^{t'} e^{-\lambda(t'-t'')} \tilde{k}(t'-t'', r'; t', t'-\tau, r) R_{asm}(t'-\tau, t'') d\tau.$$  

(4)

The first equation propagates the surface radiocarbon concentration history, $R_{surf}$, into the interior radiocarbon distribution, $R$. The Green function kernel, $\tilde{g}(t', r; t, t')$, partitions the water parcel in the interior ocean at $r$ according to where ($r_t$) and when ($t-\tau$) its fluid elements were last in the surface mixed layer. The time lag $\tau$ is the surface-to-interior transit time, and the exponential term, $e^{-\lambda \tau}$, accounts for the radioactive decay en route from the sea surface. The second equation propagates the atmospheric $^{14}$C history, $R_{asm}$, into $R_{surf}$. The integration kernel, $\tilde{k}(t'-\tau, r', t'-\tau, t)$, partitions the water at $r_t$ according to when $(t-\tau-\tau')$ it was last in equilibrium with the atmospheric radiocarbon. The time lag $\tau_e$ is due to the slow air–sea equilibration time for $^{14}$C that allows older waters to be entrained into the surface mixed layer without immediately equilibrating with the atmosphere. The exponential term, $e^{-\lambda \tau_e}$, accounts for the decay of radiocarbon since the fluid elements were last equilibrated with the atmospheric $^{14}$CO$_2$. Importantly, $\tilde{g}$ and $\tilde{k}$ are both distribution functions. Some atoms arrive at $r$ relatively quickly while others take eddy-driven “random walks” from the atmosphere to $r$ leading to $\tilde{g}$ and $\tilde{k}$ that are broad distributions in terms of $\tau_e$ and $\tau$. The $^{14}$C/$^{12}$C concentration at $(t, r)$ is therefore obtained by integrating over all possible surface points $r_s$, equilibration times $\tau_e$, and surface-to-interior transit times $\tau$.

To focus on the distribution of transit times, we will make the simplifying assumption that the water mass at location $r$ is ventilated from a sufficiently small source region that the $r_s$ dependence in Eqs. (3) and (4) can be ignored. This simplifying assumption greatly reduces the number of degrees of freedom in the problem, but will not be valid for all deep water masses. In this paper we will restrict our analysis to data obtained from the deep subarctic northeast Pacific. Inversions of modern tracer data suggest that about 80% of the bottom waters in this region are ventilated from the Southern Ocean (Gebbie and Huybers, in press), a sufficiently large number to render the single source assumption tolerable.

When there is no $r_s$ dependence, the integration kernel $\tilde{g}(t, r_s; t')$ is sometimes referred to as the transit-time distribution or TTD (Holzer and Hall, 2000; Haine and Hall, 2002; Peacock and Maltrud, 2006), where $\tau$ represents the surface-to-interior transit time, also known as the ventilation age. The integration kernel $k(t, t'; t-\tau, r)$ has been referred to as a boundary condition kernel by Haine (2006). In this work, we will refer to $k(t, t'; t-\tau, r)$ as the equilibration-time distribution or ETD, to stress the physical interpretation of $\tau_e$ as the time elapsed since a water particle in surface waters was last in equilibrium with the atmospheric $^{14}$C/$^{12}$C ratio.

If the flow field, $u$, and eddy–diffusivity tensor $K$ for the ocean are known, the integration kernels $\tilde{g}(t, r_s; t')$ and $k(t, t'; t-\tau, r)$ can be obtained by solving Eq. (1) subject to appropriate boundary conditions as detailed in Appendix A. To demonstrate this, we computed both $\tilde{g}$ and $k$ using an ocean general circulation model. The OGCM used here has a steady time-averaged circulation as described in Primeau (2005). The gas transfer velocity for radiocarbon was calculated according to Eq. (B.7) in Appendix B. We used an atmospheric pCO$_2$ of 280 ppm and an air–sea piston velocity from the OCMIP-2 protocol (http://www.ipsl.jussieu.fr/OCMIP/phase2/simulations), reduced by 20% to account for the recent estimates of Sweeney et al. (2007).

The red curves in Fig. 1 show examples of the TTD ($\tilde{g}$) and ETD ($k$) from the model output. The colored circles mark the locations of the displayed TTDs, and coincide with the locations of published sediment–core radiocarbon records from the deep North Pacific. The yellow circle marks the location of the sediment cores analyzed in this paper. The colored stars mark the locations of the displayed ETDs, coinciding with the surface waters above the North Pacific core site, the southern ocean surface waters which ventilate the North Pacific, and for comparison the surface waters in the North Atlantic deep–water formation region. Printed on each subplot is the mean $\Theta$ of the distribution as well as a scale parameter $\beta$ which is equal to the ratio of the variance to the mean of the distribution. Fig. 2 shows spatial patterns of $\Theta$ and $\beta$, calculated from the OGCM results, for the TTD at 3800 m and for the ETD (which is only defined at the surface).

Fig. 1 clearly shows that both $\tilde{g}$ and $k$ are broad distributions rather than single sharp peaks. The model based TTD is characterized by a wide spectrum of ventilation ages indicating that water parcels travel from the surface to the interior along a multiplicity of ventilation pathways. Another important feature of the TTD is that
the width increases along with its mean value, reflecting the fact that older water masses have had more time to mix. This is clear from Fig. 2 which shows that the mean of the TTD increases from south-to-north in the Pacific Ocean, but that $\beta$ remains relatively constant along the same transect.

Like the TTD, the broad shape of the ETD is also largely the result of mixing processes in the ocean. The rapid initial decrease in the ETDs seen in Fig. 1 is consistent with an $e$-folding air–sea equilibration timescale for $^{14}$CO$_2$ of about 5–10 years (Rodgers et al., 2000), and the relatively rapid exchange of water between the mixed layer and the upper thermocline. The long tail of $\kappa$ on the other hand is indicative of the exchange of water with the more slowly ventilated parts of the deep ocean. Fig. 2 shows that the mean of the ETD is largest in the upwelling zones in the Southern Ocean and eastern equatorial Pacific, where old waters are exposed at the surface. The mean of the ETD is closely related to the radiocarbon reservoir age of surface waters — large values of the mean of the ETD correspond to old reservoir ages.

However, the reservoir age depends on the time history of the atmospheric $\Delta^{14}$C, as shown by Franke et al. (2008a), whereas the mean of the ETD does not. The reservoir age can be younger (older) than the mean of the ETD if atmospheric $\Delta^{14}$C is decreasing (increasing) with time, since the tail of the ETD extends thousands of years into the past.

2.1. Parameterized forms of the integral equations

The key advantage of using the integral Eqs. (3) and (4) instead of the differential Eq. (1) is that $g$ and $\kappa$ are more amenable to being parametrized than $u$ and $K$. Following others we adopt the inverse Gaussian (IG) distribution to parametrize $g$. The IG distribution provides a good approximation to TTDs computed from ocean circulation models, especially if the TTDs are used for propagating tracers with millennial timescales such as radiocarbon (Peacock and Maltrud, 2006). The IG parametric form has also been used as a parametrized form of the TTD to infer the amount of anthropogenic CO$_2$ in the ocean (Hall et al., 2002, 2004; Waugh et al., 2006). Additionally, the IG distribution is the solution to the one-dimensional advection–diffusion equation, so that the use of the IG form has some physical basis. The functional form of the IG distribution with mean $\Theta$ and scale parameter $\beta$ is

$$g(t, r|t-\tau) = \frac{\Theta}{\sqrt{2\pi\beta^3}} \exp \left[ \frac{-(t-\Theta)^2}{2\beta^2} \right].$$

We have left out the dependence of $\Theta$ and $\beta$ on $r$ and $t$ to avoid notational clutter. The filled blue curves in Fig. 1 show IG distributions with the same mean and variance as the model-based TTDs, showing...
the good agreement between the model calculations and the parametric form in the North Pacific.

Haine (2006) presented analytic solutions for the boundary condition kernel \( K \) for several physical flows, including the one-dimensional advection–diffusion equation. However, even for this simplest case the solutions do not admit closed-form solutions for the mean and width of the distribution. For this reason, we have chosen to parameterize the ETD with a gamma distribution, which also provides a good fit to the model-calculated ETDs. The functional form of the gamma distribution with mean \( \Theta_e \) and scale parameter \( \beta_e \), is

\[
K(t-\tau|\tau-\tau_e) = \tau_e/\beta_e \Gamma \left( \frac{\Theta_e}{\beta_e} \right) \exp \left( \frac{-\tau_e}{\beta_e} \right),
\]

where \( \Gamma \) is the Gamma function. Again, to avoid notational clutter we have left out the \( t-\tau \) dependencies of \( \Theta_e \) and \( \beta_e \). The filled blue curves in the ETD panels in Fig. 1 show gamma distributions with the same mean and variance as the model-based ETDs — again a relatively good agreement between the model calculations and the parametric form is obtained.

To further check if the gamma distribution provides a suitable fit to the ETD for radiocarbon, we calculated the surface ocean radiocarbon concentration at several times \( t \) using Eq. (4) with the OGCM-based \( K \), and then with the \( K \) replaced by the parameterized gamma distribution ETD. The atmospheric radiocarbon history \( \text{Ratm} \) is from IntCal09 (Reimer et al., 2009). The results showed that the surface ocean radiocarbon age calculated with the parameterized ETD was usually within 10–20 years of that calculated with the OGCM-based ETD. The maximum discrepancy occurred at \( t=0 \) (i.e. 1950) in the North Atlantic where the difference between the two reached 50 years. Therefore, the gamma distribution provides a suitable fit to the ETD for radiocarbon.

3. Application of the TTD–ETD method to simulated data

To check if using the parameterized TTDs and ETDs can actually yield improved estimates of ventilation age, we performed a test using simulated data from a transient run of the OGCM. In the transient run, the ocean circulation and the air–sea gas exchange rate are constant through time, but the atmospheric radiocarbon ratio \( \text{Ratm} \) varies with time according to the IntCal09 reconstruction (Reimer et al., 2009). The model is initialized in steady-state with \( \text{Ratm} \) at 40 ka, and results from the last 24 ka of the simulation are plotted in Fig. 3.

Fig. 3 shows the atmospheric radiocarbon history \( \text{Ratm} \) as well as the surface ocean and deep ocean radiocarbon concentrations for the location marked by the yellow star and circle in Fig. 1. Here the radiocarbon concentration is expressed in \( \Delta^{14}C \) notation. For comparison, triangles at 0 ka mark the pre-bomb surface and deep-ocean radiocarbon concentrations from the GLODAP data set (Key et al., 2004). The model agrees almost exactly with the data in the deep ocean, but has a higher radiocarbon concentration in the surface ocean. However, the GLODAP surface ocean data value is subject to much more uncertainty than the deep ocean data value due to contamination by bomb \( ^{14}C \). Overall, the rms misfit between the model and the data in the deep ocean (below 2000 m), excluding the Arctic Ocean, is 27‰.

From the simulated data, we calculated the ventilation age in four ways, as shown in the bottom panel of Fig. 3. The “true” mean age (black line) is the mean of the ventilation age distribution in the deep North Pacific, and is a constant 1491 years throughout the simulation, reflecting the steady circulation. The B–P age (magenta curve) was calculated from the difference between the modeled surface and deep radiocarbon ages in the North Pacific, while the projection age (blue curve) was calculated by projecting back to the atmospheric curve and correcting for an assumed source-region reservoir age of 700 years, reflecting a Southern Ocean source region. Both the B–P ages and the projection ages show large and conflicting fluctuations.
Disconcertingly, some of the implied changes in ocean circulation can appear quite abrupt with implied changes in the ventilation ages of a few hundred years happening in a few hundred calendar years.

We also computed the ventilation age using the parameterized TTD–ETD method (red curve). For this calculation, we assumed a value of 480 years for the scale parameter $\beta$ for the TTD, the value calculated from the OGCM-derived TTD. For the ETD, we assumed a mean $\Theta_e$ of 700 years and scale parameter $\beta_e$ of 1700 years, reflecting the mean values of these parameters in the Southern Ocean from the OGCM-derived ETDs. We then inferred the mean of the TTD by solving Eqs. (3) and (4) iteratively, using the parameterized TTD and ETD in place of $G$ and $K$, to find the value that best fit the simulated data. The inferred ventilation age is very close to the true mean age throughout the simulation, and shows little variability, unlike the B–P or projection ages. The (small) difference between the “true” mean ventilation age (black line) and the inferred ventilation age (red curve) is due to the assumption of a single source region and misfit between the model-derived and parameterized TTD and ETD. The significant improvement over the B–P age or projection age estimates argues persuasively for adopting the TTD–ETD method.

To check how sensitive the ventilation age inferred using the TTD–ETD method is to the width of the TTD and ETD, we repeated the calculations described above for TTDs and ETDs with the scale parameter $\beta$ ranging from near 0 to 1.5 times the values calculated from the OGCM. Fig. 4a–b shows the TTD and ETD for each of the different values of $\beta$ used. A $\beta$ value of 0 is in no way realistic, but is included to show how the projection method is a special case of the TTD–ETD method with zero-width age “distributions” (i.e. delta functions). As shown in Fig. 4c, the ventilation ages in the case $\beta$ and $\beta_e \to 0$ are equal to the projection ages. As the width of the age distribution is widened by increasing the value of $\beta$, spurious fluctuations in the ventilation age are smoothed out, until the optimal width is reached (solid blue curve). If $\beta$ is allowed to get too large, spurious age fluctuations are again encountered. However, for values of $\beta$ from 0.5 to 1.5 times the values of $\beta$ estimated from the OGCM, the inferred ventilation age is always within 100 years of the true mean age. This indicates that the TTD–ETD method is relatively insensitive to the width of the age distributions, as long as the width is not allowed to approach zero.

4. Application of the TTD–ETD method to sediment core data

To demonstrate the application of the TTD–ETD method to sediment-core data, we apply the method to analyze radiocarbon data from two sediment cores in the deep subarctic northeast Pacific: ODP 887 (54.37°N, 148.45°W, 3647 m) (Galbraith et al., 2007) and MD02-2489 (54.39°N, 148.92°W, 3640 m) (Gebhardt et al., 2008).

4.1. Sediment core data and TTD–ETD simulations

The sediment core radiocarbon data is presented as paired benthic and planktonic radiocarbon ages ($t_{Rb}$, $t_{Rp}$), along with their uncertainty ($\sigma_{t_{Rb}}$, $\sigma_{t_{Rp}}$), for various depths in the sediment core. For depths where duplicate measurements were available we used the average. For depths where there were benthic radiocarbon ages but no planktonic radiocarbon ages (MD02-2489 only) we extrapolated the planktonic...
ages linearly, and used the uncertainty from the nearest neighbor with the largest uncertainty.

The TTD–ETD method is applied to simulate the planktonic and benthic radiocarbon ages at each depth in the sediment core. The simulated planktonic radiocarbon age is computed by first calculating the local surface ocean radiocarbon ratio \( R_{\text{surf}} \) using Eq. (3). The integration kernel \( K \) (the ETD) is parameterized, as in Eq. (6), with a mean \( \beta_s \) and scale parameter \( \lambda_s \). Here the \( s \) superscript indicates local surface ocean values. The surface ocean radiocarbon age \( t_{R_{\text{surf}}}^{\text{surf}} \) is then found using the transformation

\[
t_{R_{\text{surf}}}^{\text{surf}}(\theta_e, \beta_e, \Theta, t) = \frac{\lambda_s - \ln(\Theta_{\text{surf}}(\theta_e, \beta_e, \Theta, t))}{\lambda_s}.
\]

where \( \lambda_s = 8033 \) years is the Libby radiocarbon decay timescale. The deep ocean, or benthic, radiocarbon age is computed using a similar procedure except that we use different parameters, \( \theta_e \) and \( \beta_e \), for the ETD to reflect the fact that the source waters ventilating the deep ocean do not have the same equilibration time distribution as the local surface waters. Here the \( s \) superscript indicates the surface source region. We then use Eq. (4), with the integration kernel \( G \) (the TTD) parameterized as in Eq. (5) with a mean \( \Theta \) and scale parameter \( \lambda_e \), to compute the deep ocean radiocarbon ratio \( R \). The deep ocean radiocarbon age \( t_{R} \) is then found using the transformation

\[
t_{R}(\theta_e, \beta_e, \Theta, \lambda, t) = \frac{\lambda_e - \ln(R(\theta_e, \beta_e, \Theta, \lambda, t))}{\lambda_e}.
\]

4.2. Atmospheric radiocarbon data

In all our calculations, we used the atmospheric radiocarbon history from the IntCal09 reconstruction, which is the consensus radiocarbon calibration curve for the time period 0 to 50 ka (Reimer et al., 2009). Since we found that the uncertainty in the atmospheric radiocarbon record is small relative to that in the sediment-core data, we have ignored uncertainty in the atmospheric radiocarbon record in the formulation of our probabilistic model (Section 4.3). The reason for the small influence of atmospheric \( \Delta^{14}C \) uncertainty in the TTD—ETD method is that the high frequency errors in the atmospheric radiocarbon history are averaged out by the finite width of the TTD and ETD. This averaging effect is absent if one uses the projection method, which is equivalent to assuming a TTD and ETD of zero width.

To illustrate this point, we calculated benthic radiocarbon ages using both the projection method and the TTD—ETD method, after adding temporally correlated noise to the atmospheric \( ^{14}C \) record. The added noise was adjusted to have roughly the same autocorrelation as the IntCal09 record, and a magnitude consistent with the uncertainty given for the IntCal09 \( \Delta^{14}C \). The associated uncertainty in the benthic radiocarbon age calculated with each method is shown in Fig. 5 for the time period 9–22 ka. Using the TTD—ETD method, uncertainty in the atmospheric \( \Delta^{14}C \) record contributes about 10–40 years of uncertainty to the benthic radiocarbon ages. Since this is less than the uncertainty in the measured benthic radiocarbon ages, it is appropriate to ignore this source of uncertainty when estimating ventilation age with the TTD—ETD method. On the other hand, the uncertainty in the atmospheric \( \Delta^{14}C \) record contributes about 20–130 years of uncertainty to benthic radiocarbon ages calculated with the projection method.

4.3. Probabilistic model

By comparing the TTD—ETD simulated data with the sediment core data, we can constrain the parameters in our model. To do so, we adopt a Bayesian methodology which requires that we formulate a probability model, known as the likelihood, that yields the probability of the data conditional on the value of our model parameters. The
method also requires that we assign a prior probability density function (pdf) for our model parameters. The prior pdf is not conditioned on the data, but rather on our a priori knowledge about the most probable values of the parameters. Bayes’ theorem then yields the posterior pdf for the parameters as the product of the prior and the likelihood divided by a constant normalization factor (Sivia and Skilling, 2006).

The joint probability for the data \( \{t_k, t_j, R_{\text{atm}}\} \), given the model and its parameters \( p = \{t, \Theta, \beta, \sigma, \beta_e, \tilde{\beta}, \tilde{\sigma}\} \), is modeled as the product of Gaussian distributions,

\[
\text{prob}(t_k, t_j, R_{\text{atm}} | p) = \frac{1}{2\pi \sigma_e \sigma_t} \exp \left[ -\frac{(t_k - \tilde{t}_e)^2}{2\sigma_e^2} - \frac{(t_j - \tilde{t}_t)^2}{2\sigma_t^2} \right]. \tag{9}
\]

Eq. (9) is known as the likelihood function. The 7 parameters must be estimated using two sediment-core radiocarbon ages \( \{t_k, t_j\} \), and the atmospheric radiocarbon history \( R_{\text{atm}} \). The problem is clearly under-determined and assumptions must be made about the plausible values of some of the parameters. These assumptions are encoded in the prior pdfs.

4.4. Priors

Prior pdfs for the calendar age, \( t \), and the mean of the TTD, \( \Theta \), are chosen so that there is uniform probability of any \( t \) as long as it is negative (i.e. before present) and uniform probability of any \( \Theta \) as long as it is positive. With uniform priors for \( t \) and \( \Theta \), the values of \( t \) and \( \Theta \) inferred by the probabilistic model will primarily reflect the information contained in the radiocarbon data. To constrain the remaining parameters, we assign non-uniform priors that are meant to capture the plausible range of each parameter.

For the mean of the local surface ETD, \( \Theta_e \), we assign a lognormal prior with a mean of 590 years and a standard deviation of 250 years, with the peak probability occurring at about 450 years. The lognormal distribution precludes negative values and is skewed toward larger values. The estimated value of \( \Theta_e \) is 300 years from our model lies below the peak probability, since we believe that the reservoir ages in our model are too low. For example, the modeling study of Butzin et al. (2005) suggests a preindustrial reservoir age of about 400 years for this region, while the GLODAP pre-bomb reservoir-age estimate is about 500 years. On the other hand, Galbraith et al. (2007) used a reservoir age correction of 950 years for this location, on the basis of estimates derived from Holocene-age fossil shells from coastal sediments (Southon et al., 1990; Kovanen and Easterbrook, 2002). While the data-based estimates are large compared to the peak of our prior pdf, we note that because the lognormal distribution is skewed, values as large as 1100 years still lie within the 95% probability interval. Because we do not have information on how the reservoir age for this region may have changed during the deglaciation, the prior pdf for \( \Theta_e \) is independent of the calendar age.

For the mean of the source region ETD, \( \Theta_s \), we assign a lognormal prior pdf with a mean of 890 years and a standard deviation of 250 years, with the peak probability occurring at about 800 years. This spans the range of variability in the value of \( \Theta_s \) in the OGCM-calculated ETDs for the Southern Ocean, presumed to be the source of deep North Pacific waters. In the OGCM, the mean value of \( \Theta_s \) in the Southern Ocean is about 600 years, but exceeds 800 years in deep-water formation zones in the Weddell Sea (c.f. Fig. 2). For comparison, model results of Butzin et al. (2005) suggest a reservoir age of about 800 years in the ice-free Southern Ocean, and the GLODAP pre-bomb reservoir age averages to 950 years over the Southern Ocean. The prior pdf for \( \Theta_s \) is skewed toward larger values to reflect these somewhat larger estimates, and also so as not to preclude the larger Southern Ocean reservoir ages that have been hypothesized by some authors for the last deglaciation (e.g. Marchitto et al., 2007). Because we do not have information about how the Southern Ocean reservoir age may have changed during the deglaciation, the prior pdf for \( \Theta_s \) is also independent of the calendar age.

The width-controlling scale parameters \( \beta, \beta_e \), and \( \beta_i \), are assigned normal (Gaussian) priors with a mean and variance determined from the OGCM-based TTDs and ETDs. The mean ± standard deviation for the Gaussian priors are 475 ± 50 years for \( \beta \), 1600 ± 100 years for \( \beta_e \), and 2400 ± 100 years for \( \beta_i \). The standard deviations reflect the variance of the relevant parameters in the deep north Pacific (\( \beta \)), the surface north Pacific (\( \beta_e \)), and the Southern Ocean (\( \beta_i \)) calculated from the OGCM.

4.5. Numerical methods

The integrals in Eqs. (3) and (4) were evaluated using a Monte Carlo integration method using random \( \tau_e \) and \( \tau \) samples drawn from the \( \kappa \) and \( \gamma \) distributions. The number of samples was chosen such that the relative error in the approximate integrals was less than \( 10^{-3} \), which corresponds to approximately 10 radiocarbon years.

To summarize the information in the joint posterior pdf for the parameters we used a Monte Carlo Markov Chain (MCMC) method to
5. Results and discussion

Fig. 6 shows the joint posterior pdfs for the calendar age \( t \), and the mean ventilation age \( \Theta \), for each depth in the two sediment cores. The colored cloud of points represents the posterior pdf for each depth, and each dot in the cloud of points represents one sample from the posterior pdf obtained with the MCMC sampler. Regions with dense populations of points represent regions of high probability, while regions with sparse populations of points represent regions of low probability. Error bars are shown as thick black lines that extend one standard deviation above and below the median of the posterior pdf.

The posterior probability is contained in tilted ellipses that are cut off on the side of older calendar age estimates. The exact time of the cutoff corresponds to the calendar age at which the radiocarbon decay trajectory for the measured planktonic age intersects the atmospheric radiocarbon curve. The width of the scatter (uncertainty) in the calendar age is determined primarily by uncertainty in the mean of the local surface ETD and in the measured planktonic radiocarbon age. These two sources of uncertainty also project to uncertainty in the ventilation age. In addition, uncertainty in the ventilation age is influenced by uncertainty in the mean of the source region ETD and in the measured benthic radiocarbon age. Uncertainty in the width of the TTD and ETDs contributes very little to the overall uncertainty shown in Fig. 6.

Also shown in Fig. 6 are the B–P ages (magenta ellipses), which are plotted at the calendar ages originally inferred for ODP 887 (Galbraith et al., 2007) and MD02-2489 (Gebhardt et al., 2008). We have also plotted the projection ages, using a reservoir age correction of 900 years, as a function of calendar age for each depth. The projection ages fall along the green lines representing a radiocarbon decay trajectory. For reference, the modern ventilation age estimated with the TTD–ETD method using GLODAP radiocarbon data is indicated by the green star.

Ventilation ages inferred using the TTD–ETD method can be younger, older, or the same as the projection ages, depending on the atmospheric radiocarbon history. For the sequence in Fig. 6, ventilation ages inferred by the TTD–ETD method are typically several hundred years older than the projection ages. However, there are cases where the projection age is older than the ventilation age, as in the third depth in ODP 887 (~14 ka), where the projection age is about 400 years too old. In general, the differences between the TTD–ETD ventilation ages, the B–P ages, and the projection ages are on the order of several hundred years.
Results from core ODP 887 show a decrease in ventilation age during the deglacial transition. During the last glacial maximum (LGM) and early Heinrich I (H1), ventilation ages averaged about 1900 years, or about 400 years older than in the modern ocean. Ventilation ages dropped by approximately 600 years to near modern levels around the time of the Bølling–Åræd (B–A) interval, and then fell below modern ventilation age values at the beginning of the Holocene. Despite the large uncertainty, the results generally support the conclusion of (Galbraith et al., 2007) that ventilation ages at this location were older during the LGM than in the Holocene, and that there is a significant decrease in ventilation age at around 15 ka. Our results also show a significant decrease in ventilation ages between 10 and 13 ka, when the ventilation age drops further by approximately 700 years.

The data from MD02-2489 are able to fill in some of the gaps in the record from ODP 887. LGM ventilation ages from core MD02-2489 generally agree with those from ODP 887, but the higher-resolution record from MD02-2489 shows two large excursions in ventilation age, one near the beginning of H1 and one near the beginning of the B–A, that are not apparent from the ODP 887 record. Ventilation ages appear to drop to approximately 500 years near 17.5 ka, recover to near modern levels by 16–17 ka, and then increase to around 2500 years by 15 ka. Ventilation ages then drop back down to approximately 1300 years by 14.5 ka, consistent with the ventilation age estimates from ODP 887 for the B–A interval.

The two sediment-core records in combination imply some very large jumps in ventilation age over relatively short time spans. The results suggest that there was a drop in ventilation age of more than 1000 years at the beginning of the H1 interval in only a few hundred calendar years. Taken at face value, this rapid decrease in ventilation age might indicate a period when deep convection in the North Pacific penetrated to more than 3600 m. For comparison, the modern ventilation age in the North Atlantic, a site of deep convection, is approximately 200–300 years (Matsumoto, 2007). Towards the end of the H1 interval, coming into the B–A, the results suggest an increase in ventilation age of more than 1000 years in only a few hundred calendar years, followed by a rapid decrease in ventilation age back to modern levels. This rapid transient increase in ventilation age could be explained by the influx of an old isolated water mass into the deep subarctic Pacific around 15 ka. This old water mass may have been flushed out of the deep ocean by approximately 14.5 ka when ventilation ages return to modern levels.

Another important result from our analysis is that there is a large amount of uncertainty in the calendar ages and ventilation ages, as shown by the wide scatter of points representing the posterior pdf for each depth in the core. Some of the apparent large and rapid changes in ventilation age may in fact be less dramatic than they appear. For example, it is possible that the true calendar age for the points near 17–17.5 ka lie toward the younger end of the estimated uncertainty. Since the calendar age and the ventilation age are anti-correlated, this would imply that the ventilation ages shift toward older values. Likewise, the very old ventilation age at around 15 ka may in fact be younger if the true calendar age lies at the older end of its estimated uncertainty.

However, it should be noted that moving within the posterior pdf for the calendar age, $t$, and the ventilation age, $\Theta$, also implies moving within the posterior pdf for other model parameters, since some of the model parameters are correlated with $t$ and $\Theta$. To demonstrate these correlations, Fig. 7 shows the joint posterior pdfs for $t$ (red dots) and $\Theta$ (blue dots) and the other model parameters. The plot shows results from the second depth in ODP 887, but similar relationships between the parameters occur at all depths in both cores.

Fig. 7 shows three clear correlations. First, the mean of the source region ETD, $\Theta_s$, is anti-correlated with the ventilation age, $\Theta$. This occurs because an older reservoir age in the source region implies a younger ventilation age, for a given deep ocean radiocarbon concentration. Second, the mean of the local surface ETD, $\Theta_L$, is tightly anti-correlated with the calendar age, $t$. This is because a younger local reservoir age implies an older calendar age, for a given surface ocean radiocarbon concentration. There are deviations from linearity in this relationship due to rapid variations in the atmospheric $^{14}$C. The relationship also shows some scatter due to uncertainty in the measured planktonic age. Third, since both $\Theta_L$ and $\Theta$ are anti-correlated with $t$, $\Theta_L$ is positively correlated with $\Theta$. The scatter plots do not show any correlations between either $t$ or $\Theta$ and the width-controlling scale parameters ($\beta_e$, $\beta_s$, $\beta_{TTD}$) for the ETDs and the TTD. This is reassuring, since it implies that the priors chosen for these parameters do not bias the inferred ventilation ages or calendar ages in any systematic way.

---

**Fig. 7.** Joint posterior pdfs for the calendar age $t$ (red dots, right-hand axis) and ventilation age $\Theta$ (blue dots, left-hand axis) with the other model parameters: $\Theta_s$, $\Theta_L$, $\beta_e$, $\beta_s$, and $\beta_{TTD}$. Also shown are the prior pdf (red curve) and posterior pdf (yellow bars) for each parameter on the x-axis. These particular pdfs are for the second data point in the core ODP 887, but similar relationships are found at all depths in both cores.
The additional constraints implied by the correlations in Fig. 7 suggest an alternative explanation for the rapid decrease in ventilation age shown at around 17.5 ka. Since the radiocarbon data provide little constraint on the mean equilibration time in the North Pacific, it is possible that the mean equilibration time (i.e., reservoir age) increased at this period, due perhaps to enhanced Ekman upwelling in the sub-polar gyre. An older mean equilibration time would push these particular points in the direction of younger calendar ages and older ventilation ages, according to the correlations shown in Fig. 7. This would bring these particular points more in line with the ventilation ages preceding and after this event. Similarly, the inferred ventilation age changes over the last deglaciation in the ventilation age of 2500 years down so that it would be more in line with very young at the end of H1, this would bring the very large ventilation ages toward younger values. If surface reservoir ages were calendar ages and older ventilation ages, according to the correlations provided by Paci, the available radiocarbon data does not permit a definitive interpretation because not all the model parameters can be constrained independently. The large uncertainty should not be interpreted as a deficiency of the TTD–ETD parametric model, but rather a more accurate representation of our state of knowledge. In order to reduce the uncertainty in the inferred changes in ventilation ages it is particularly important to better constrain the mean of the ETDs for both the source region and the local surface water. This could be done with independently-dated radiocarbon ages for planktonic foraminifera from the North Pacific and the Southern Ocean during the last deglaciation. In the absence of such data, process studies using ocean general circulation models might be able to identify relationships between the mean of the TTD and ETD that could be used to better constrain these parameters.

6. Conclusions

In this paper we developed an improved method for inferring water mass ventilation ages from paired radiocarbon ages on benthic and planktonic foraminifera. The new method accounts for mixing processes in the ocean by using parameterized age distributions in integral equations that are solutions to the differential equation governing radiocarbon transport in the ocean. The method is coined the TTD–ETD method after the names (transit-time distribution and equilibration-time distribution) of the age distributions used in the method.

Ventilation ages predicted by the TTD–ETD method are significantly more accurate than either B–P ages or the projection ages. When applied to simulated radiocarbon data from an OGCM, the TTD–ETD method is able to closely reproduce the model-simulated ventilation ages in the deep North Pacific. Both the B–P age method and the projection method performed poorly in this region. The TTD–ETD method was also shown to be relatively insensitive to the choice of the width-controlling scale parameter for both the TTD and ETD, provided that the width does not approach zero, as is tacitly assumed for the projection method.

We also applied the TTD–ETD method to sediment-core radiocarbon data from two cores in the deep subarctic northeast Pacific, to re-assess ventilation ages across the last deglaciation in this region. For this purpose, we used a Bayesian probabilistic model to handle the uncertainty in both the radiocarbon data and in the assumptions we were forced to introduce in order to make the problem well-constrained.

The most robust conclusion from this analysis seems to be that the ventilation age of deep North Pacific water was higher in the LGM than in the modern ocean, which is supported by several data points from both cores. As well, ventilation ages appear to drop across the deglacial transition coming into the Bölling–Ålærd and the Holocene. A few data points in one of the cores show some rapid changes in ventilation age during the Heinrich I interval. These results could also potentially signify large changes in the reservoir age of North Pacific surface waters during this time period.

As more independently-dated radiocarbon data becomes available, it will become possible to better constrain deep-ocean ventilation ages for the last glacial maximum and deglaciation. For this purpose, it will be important to use physically realistic models and to adequately treat all sources of uncertainty. The TTD–ETD method presented here, along with the Bayesian probabilistic model for handling uncertainties, fits both of these requirements.
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Appendix A. Formulation of the Green functions \( G \) and \( K \)

In this appendix we present the equations that govern and define the Green functions \( G(t, r; t′, τ) \) and \( K(t−τ, r; t′, τ′) \). To reduce notational clutter, we will introduce the substitutions \( t′ = t−τ \) and \( τ′ = t−τ−τ_s \). We will show how the Green functions can be obtained from both the forward and adjoint tracer transport equations.

Appendix A.1. Forward equations

For the special case of time-independent flow, the Green functions can be found as particular solutions of the general differential equation for radiocarbon (1). The transit-time distribution can be found by solving

\[
\frac{\partial}{\partial t} G(t, r; t′) + \nabla \cdot [u - K \nabla] G(t, r; t′) = 0 \tag{A.1}
\]

subject to the boundary condition

\[ G(t, r; t′, τ′) = \delta(r-r_s)\delta(τ′) \tag{A.2} \]

at the ocean surface and to a no-flux boundary condition on all other boundaries, and subject to the initial condition

\[ G(t, r; t′, 0) = 0 \tag{A.3} \]

for \( t < t′ \).

The equilibration-time distribution can be found by solving the differential equation

\[
\frac{\partial}{\partial t} K(t′, r; τ′) + \nabla \cdot [u - K \nabla] K(t′, r; τ′) = 0 \tag{A.4}
\]

subject to a surface boundary condition where the air–sea flux is given by

\[ F = k\delta(τ′) - K(t′, r; τ′) \tag{A.5} \]

and to a no-flux boundary condition on all other boundaries.
The gas transfer velocity $k$ for radiocarbon can be computed from the governing equation for the air–sea equilibration of $^{14}$C as described in Appendix B.

Appendix A.2. Adjoint equations

For the case of time-dependent flow, the Green functions can be found as particular solutions of the adjoint of the general differential equation for radiocarbon (1). The transit-time distribution for time-dependent flow can be found by solving the adjoint equation

$$\frac{\partial}{\partial t} \tilde{G}(t', r | t, r') - \nabla \cdot \left[ u + K^T \nabla \right] \tilde{G}(t', r | t, r') = \delta^3(r - r') \delta(t - t')$$

(A.6)

where $r'$ is the set of all points in the interior ocean. Eq. (A.6) is solved subject to a boundary condition of zero tracer at the surface and a no-flux condition at all other boundaries, and with the causality condition $t' \leq t$ so that time runs backwards (Holzer and Hall, 2000). The TTD is then given by (Holzer and Hall, 2000)

$$\tilde{G}(t, r | r_0, t_0) = \tilde{n} \cdot K^T \nabla \tilde{G}(t, r | t, r),$$

(A.7)

where $\tilde{n}$ is a vector normal to the ocean surface with length one at $r$, and zero elsewhere.

The equilibration-time distribution for time-dependent flow can be found by first solving the adjoint equation

$$\frac{\partial}{\partial t} \tilde{K}(t', r | t, r_0) - \nabla \cdot \left[ u + K^T \nabla \right] \tilde{K}(t', r | t, r_0) = \delta^3(r - r_0) \delta(t - t').$$

(A.8)

Eq. (A.8) is solved with the causality condition $t' \leq t$, and subject to a no-flux boundary condition on all boundaries except the seawater surface: the air–sea flux is given by

$$F = -k(t', r_0) \tilde{K}(t', r | t, r_0).$$

(A.9)

Given $\tilde{K}$, the ETD is obtained from

$$\tilde{K}(t', r | t, r_0) = \frac{\partial}{\partial t} \int \tilde{K}(t', r | t', r_0) dr.$$ 

(A.10)

Appendix B. The gas transfer velocity for radiocarbon

The differential equation for the transfer of $^{14}$C between the atmosphere and the ocean can be written

$$\frac{d^{14}C}{dt} = \frac{k_w}{d_{ml}} \Delta p^{14}CO_2.$$ 

(B.1)

where $k_w$ is the CO$_2$ gas transfer velocity [m/yr], $d_{ml}$ is the depth of the surface mixed layer [m], $s$ is the solubility of CO$_2$ in seawater [mol/m$^3$ atm], $C$ is the dissolved inorganic carbon (DIC) concentration in seawater [mol/m$^3$], and $\Delta p^{14}CO_2$ is the air–sea gradient in the partial pressure of $^{14}$CO$_2$ (Sweeney et al., 2007)

$$\Delta p^{14}CO_2 = \alpha^g \alpha_{eq} \cdot \left[ \frac{14}{12} C_{\text{atm}} p^{CO_2 \text{eq}} - \frac{14}{12} C_{\text{IC}} p^{CO_2 \text{eq}} \right].$$

(B.2)

The isotopic fractionation factors $\alpha_k$, $\alpha_{eq} \cdot \alpha_g$ and $\alpha_{eq} \cdot \alpha_g$ may be ignored in radiocarbon simulations since reported radiocarbon data are corrected for isotopic fractionation effects (Toggweiler et al., 1989). The normalized ratio of carbon-14 to carbon-12 atoms is given by the $R$ value

$$R = \frac{^{14}C}{^{12}C}.$$ 

(B.3)

Combining Eqs. (B.1)–(B.3) and ignoring the fractionation factors yields

$$\frac{d}{dt} \left( R^{12}_t \right) = \frac{k_w}{d_{ml}} s \cdot \frac{R_{\text{atm}} p^{CO_2 \text{eq}} - R p^{CO_2 \text{eq}}}{\frac{14}{12} C_{\text{IC}}}.$$

(B.4)

This can be re-arranged to yield a differential equation for $R$,

$$\frac{dR}{dt} = k \frac{R_{\text{atm}} - R}{d_{ml}},$$

(B.5)

where the gas exchange piston velocity $k$ is given by

$$k = \frac{k_w s p^{CO_2 \text{eq}}}{\frac{14}{12} C_{\text{IC}}}.$$ 
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