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ABSTRACT

In computational simulations of an idealized subtropical eastern boundary upwelling current system, similar to the California Current, a submesoscale transition occurs in the eddy variability as the horizontal grid scale is reduced to $O(1)$ km. This first paper (in a series of three) describes the transition in terms of the emergent flow structure and the associated time-averaged eddy fluxes. In addition to the mesoscale eddies that arise from a primary instability of the alongshore, wind-driven currents, significant energy is transferred into submesoscale fronts and vortices in the upper ocean. The submesoscale arises through surface frontogenesis growing off upwelled cold filaments that are pulled offshore and strained in between the mesoscale eddy centers. In turn, some submesoscale fronts become unstable and develop submesoscale meanders and fragment into roll-up vortices. Associated with this phenomenon are a large vertical vorticity and Rossby number, a large vertical velocity, relatively flat horizontal spectra (contrary to the prevailing view of mesoscale dynamics), a large vertical buoyancy flux acting to restratify the upper ocean, a submesoscale energy conversion from potential to kinetic, a significant spatial and temporal intermittency in the upper ocean, and material exchanges between the surface boundary layer and pycnocline. Comparison with available observations indicates that submesoscale fronts and instabilities occur widely in the upper ocean, with characteristics similar to the simulations.

1. Introduction

Wind-driven currents exhibit mesoscale instabilities, and the resulting mesoscale eddies are typically the flow type with the largest kinetic energy in the ocean (besides the tides). The prevailing dynamical paradigm for the general circulation encompasses these large and mesoscale currents together with mixing and dissipation primarily caused by microscale flows (e.g., turbulent boundary layers and breaking internal waves). In this paper and its companions (Capet et al. 2008, hereinafter Part II; 2006, manuscript submitted to J. Phys. Oceanogr., hereinafter Part III), we investigate the existence and dynamical importance of submesoscale currents at an intermediate scale, as another potentially important element of the oceanic general circulation.

As yet relatively little is known about submesoscale currents because of limitations in instrumental sampling and computational resolution. We provisionally define the submesoscale regime as a spatial scale just smaller than the mesoscale: a horizontal scale of $O(10)$ km, less than the first baroclinic deformation radius; a vertical scale of $O(10)$ m, thinner than the main pycnocline; and a time scale of $O(1)$ day, comparable to a lateral advection time for submesoscale feature by a mesoscale velocity. Our conceptual model for submesoscale currents, to be tested in this paper, is as follows: 1) they arise dynamically through advective interactions with mesoscale currents (and thus are distinct from inertia–gravity waves on comparable spatial scales); 2) they are importantly influenced by the earth’s rotation and stratification (unlike many microscale flows); and 3) they are surprisingly energetic from the perspective of quasigeostrophic turbulence theory (Charney 1971) that is widely considered applicable to mesoscale currents [viz., the eddy energy has an “inverse” cascade toward larger scales and, hence, is depleted at small scales, and the Rossby $[V/(fL)]$ and Froude $[V/(NH)]$ numbers do not increase as the scale decreases; so the assumptions of quasigeostrophy are dynamically consistent down to arbitrarily small scales.
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We make our investigation of submesoscale currents in the context of a subtropical, eastern boundary, upwelling regime (e.g., the California Current system; Marchesiello et al. 2003). Equatorward winds drive offshore Ekman transport, coastal upwelling, and alongshore currents with strong vertical shear. Surface heating supports strong stratification in the upper ocean except in the cold upwelling zone. Energetic mesoscale eddies develop from primarily baroclinic instability of the alongshore currents and are important in contributing to the mean circulation by cross-shore heat flux and depletion of mean available potential energy. There are observational indications that this regime has substantial submesoscale variability associated with the intense interweaving between warm offshore water and cold recently upwelled water (Brink and Cowles 1991). Particular features are cold temperature filaments (Paduan and Niiler 1990), surface temperature fronts that spawn submesoscale vortices (Flament et al. 1985), and surface spiral vortices (DiGiacomo and Holt 2001). Elsewhere there is ample evidence of both surface density fronts with at least a submesoscale width (Voorhis and Bruce 1982; Pollard and Regier 1992; Rudnick 1996) and long-lived submesoscale, subsurface vortices (McWilliams 1985), suggesting that submesoscale variability is widespread if not nearly ubiquitous.

In considering submesoscale dynamics, there are several important open issues. One issue is their generation mechanism. Frontogenesis is well known in the atmosphere as an evolutionary stage in storms growing out of the instability of the westerly winds, with increasingly thin fronts developing in regions of high strain rate on the edge of synoptic-scale circulations (Hoskins and Bretherton 1972; Hoskins and West 1979); in the ocean, by analogy, we might expect submesoscale fronts to spontaneously emerge during the evolution of mesoscale eddies. Alternatively, short-wavelength, secondary instabilities can develop, for example, from the mesoscale eddies directly or from the frontal flows themselves (McCreary et al. 1991; Barth 1994; Durski and Allen 2005; Boccaletti et al. 2007; Mahadevan and Tandon 2006). Since the strongest fronts occur at the surface, another issue is their role in material exchanges between the surface boundary layer and the interior pycnocline, whether as part of an advective subduction process aided by the relatively large vertical velocities near fronts or by the process of wind-induced buoyancy flux (Thomas and Lee 2005; Thomas 2005); if so, how deeply does the submesoscale flux penetrate? Yet another issue is whether submesoscale currents induce significant forward cascades of kinetic energy and tracer variance down to dissipation at the microscales (i.e., opposite to the inverse energy cascade in quasi-geostrophic turbulence) and whether, in doing so, they break the constraints of hydrostatic, geostrophic, or gradient-wind force balances (i.e., the velocity is “unbalanced”) that accurately characterize most large- and mesoscale flows (McWilliams 2003; Molemaker et al. 2005). If unbalanced flows do spontaneously develop, this strengthens the plausibility of an important down-scale route to dissipation in the oceanic interior for the general circulation through its associated mesoscale turbulence (McWilliams et al. 2001; Müller et al. 2005).

The basis for our investigation is a set of idealized, statistical equilibrium, upwelling simulations that differ from each other only by their horizontal resolution. We will show that this set spans a behavioral transition from a mean eastern boundary circulation with wholly mesoscale variability to the emergence of additional vigorous submesoscale variability. By going to resolutions as high as 750 m—well beyond what is required to simulate mesoscale phenomena (Marchesiello et al. 2003)—and comparing with coarser resolutions where submesoscale activity is suppressed, we are able to assess the structure of the emergent submesoscale circulation and to address the dynamical issues listed in the preceding paragraph. In this first paper we focus on the structure of submesoscale currents and material fields (tracers) and on their time-averaged eddy fluxes in the maintenance of the mean boundary current system. Dynamical analyses relevant to the submesoscale transition are presented in Part II, and the energy balance and flux across scales are analyzed in Part III.

2. Problem setup

The Regional Oceanic Modeling System (ROMS; Shchepetkin and McWilliams 2005, 2006) is configured to simulate an idealized version of the California Current system under a sustained wind field typical of the summer season and favoring coastal upwelling. The domain [hereinafter idealized California Current (ICC)] has a 720 km × 720 km horizontal extent. The coastline is straight, and the ocean depth is uniformly set to 3500 m (flat bottom). There are 40 grid levels in the vertical with 15 levels above 50-m depth, yielding higher resolution near the surface. Comprehensive Ocean–Atmosphere Dataset (COADS) climatological fields for July (Da Silva et al. 1994) provide an atmospheric forcing (momentum, freshwater, and heat) that is both smooth in space and constant in time. Heat and freshwater fluxes are also adjusted with a restoring term to prevent the model surface fields from drifting away from climatological values (Barnier et al. 1995). Vertical mixing of
Tracers and momentum is done with a k-profile parameterization (KPP; Large et al. 1994). ROMS uses the full equation of state for seawater, and we will do the dynamical analyses in terms of potential temperature $T$ and potential density $\rho$ (with a surface reference level) to remove compressibility effects.

Five ICC cases are run (ICC12, ICC6, ICC3, ICC1, and ICC0) that differ in their horizontal gridpoint spacings: 12, 6, 3, 1.5, and 0.75 km. Open-ocean boundary conditions are obtained from a larger-scale (2200 km latitude $\times$ 1500 km longitude) ROMS configuration with 12-km horizontal grid spacing (USW12) using climatological data and adaptive boundary conditions at the open-ocean boundaries (Marchesiello et al. 2001). USW12 generously encompasses the ICC domain (Fig. 1). It is run with topography, coastline, and surface forcing consistent with those within the ICC domain. USW12 sea level $\eta$, potential temperature $T$, salinity $S$, and horizontal velocity ($u$ cross-shore and $v$ along-shore) fields are saved with 5-day averages for the ICC adaptive lateral boundary conditions. A mild sponge layer along the open-ocean boundary of the ICC domain, with a horizontal viscosity varying linearly from 30 to 0 m$^2$ s$^{-1}$ over 72 km, helps to suppress potential inconsistencies between ICC and USW12 dynamics. The assumption underlying this approach is that sub-mesoscale activity developing at higher resolutions does not have significant upscaling effects on the mesoscale or mean circulation outside the ICC domain. Provided this is true, the offline nesting procedure ensures that boundary conditions applied on the edges of ICC are reasonably compatible with its mean and mesoscale interior dynamics. It is noteworthy that the energy sources for large-scale and mesoscale currents—subtropical-gyre winds and California Current System instabilities, respectively—differ from the ones at the submesoscale. While the latter can only be generated locally and strongly depend on the ICC resolution, the former are both passed through the lateral boundary conditions and modulated by the interior dynamics within the ICC. Because of its smoothness, the wind is not a significant source of energy except for the mean flow.

All of the ICC runs are initialized by interpolating the USW12 $\eta$, $T$, $S$, $u$, and $v$ fields after 2 yr of simulation. An increase of turbulent eddy variability quickly develops within the higher-resolution ICC solutions, especially near the surface. Roughly 30 days after ICC initialization, the surface horizontal kinetic energy approaches a maximum and starts exhibiting fluctuations. We consider the spinup to be completed at this time. The solutions are computed for an additional 360 days, during which all physical variables are stored once per day, as both instantaneous fields and daily averages. This initialization procedure is summarized in Fig. 2. Statistical diagnostics are performed over the final 360 days, unless stated otherwise. In particular, the mean for any given quantity is defined as the average over this period.

3. Mean circulation

The mean circulation and thermohaline structure (Fig. 3) fit into the general picture of a subtropical eastern boundary system at the peak of the upwelling season. The offshore Ekman transport in $u < 0$ is confined within a surface layer that is 20–30 m thick. Deeper, a broad, slow, shoreward return flow is present, geostrophically supported by an equatorward alongshore pressure gradient (not shown). This return flow in $u >$...
0 partly feeds the coastal upwelling \( (w > 0; \text{not shown}) \), and it partly turns poleward as an undercurrent in \( v > 0 \). There is also significant vertical shear upward to the equatorward surface current \( v < 0 \) in thermal wind balance with the cross-shore \( \eta \) and pycnocline \( T \) gradients. The coastal upwelling is confined into an increasingly narrow layer of two to three grid points\(^1\) where velocities increase with resolution up to 50 m day\(^{-1}\) in ICC0 (not shown); however, the integrated upward transport is invariant with resolution. This means that the primary source of kinetic energy for the system, the mesoscale instability of the mean \( v(x, z) \), is the same at all resolutions. (Because of this near-singular behavior in nearshore upwelling, we focus our analyses in the offshore region, excluding the nearshore within 80 km of the coast and sponge zones.) As typically found in the California Current System, the halocline is deeper than the thermocline and significantly below the boundary layer base. Although there is no topographic variation in the ICC domain, the solutions exhibit weak time-averaged standing eddies in accord with ones present in USW12 (where capes are present outside the ICC domain).

\(^1\) The singular width for coastal upwelling in idealized settings has been noted before (Pedlosky 1978). It disappears with shoaling topography (Mitchum and Clarke 1986).
4. Velocity and tracer structure

The effect of horizontal resolution on instantaneous patterns for $T$ and $\rho$ (potential density) is shown in Fig. 4. After only $t = 30$ days after initialization, the phase coherence among the ICC solutions is still high, and the dominant mesoscale patterns can be recognized across all solutions. However, additional structural complexity emerges at smaller scales permitted by increases in the grid resolution. Most notably, $T(x, y)$ in ICC0 exhibits intense submesoscale activity within the surface boundary layer ($z = -10$ m). The temperature gradients are extremely strong and are indicative of efficient submesoscale frontogenesis (section 2 of Part II). Submesoscale wiggles are prevalent, especially in the regions with large temperature gradient, that is, at the edges of the mesoscale eddies. The concentration of submesoscale activity between the eddies and the exclusion in the mesoscale eddies. The mixture of submesoscale wiggles are prevalent, especially in the regions of extremely strong and are indicative of efficient submesoscale wiggles in tracer fields (Bartello 2000) is confirmed by velocity and tracer spectra (Fig. 6). Overall, the spectra have shallower slopes at high wavenumbers as the horizontal resolution increases—especially for $k \geq 5 \times 10^{-5}$ rad m$^{-1}$, corresponding to a radian scale of $L = k^{-1} \approx 20$ km—while of course also extending their wavenumber range to larger $k$. However, the magnitude of the spectrum shape change differs with quantity and depth. For surface velocity at the highest resolutions (ICCO and ICC1), the spectrum slopes are close to $-2$ over 1.5 decades in $k$, noticeably shallower than the $-3$ value for the enstrophy inertial range in quasigeostrophic turbulence (Charney 1971). This indicates a significant decrease of (kinetic) energization in the submesoscale regime. In contrast, the subsurface velocity spectrum undergoes a less dramatic change, and the spectrum slopes remain steeper than $-3$, albeit increasing modestly with resolution. Thus, the submesoscale transition is much more dramatic near the surface. Note the relatively small changes in the velocity spectra near their peak wavenumber in the mesoscale, $k \approx 2 \times 10^{-3}$ rad m$^{-1}$ ($L \approx 50$ km), during the submesoscale transition. This result may be due to the strong mesoscale constraint exerted on the ICC cases by their common lateral boundary conditions. In the intermediate range $2 \times 10^{-5} \leq k \leq 5 \times 10^{-5}$ rad m$^{-1}$, a small amount of kinetic energy increase occurs. This could be consistent with the existence of a kinetic-energy inertial range encompassing these wavenumbers, but we rule out such inertial range in Part III. Our interpretation is that submesoscale features project onto a wide wavenumber spectrum, both taken individually [e.g., as the spectrum of a step function is not concentrated at one wavenumber (Jenkins and Watts 1968)] and through their collective distribution in space (Saffman 1971).

The averaging period of 1 yr is not sufficient to precisely determine the area-averaged surface kinetic energy for the ICC sequence. Nevertheless, we see a trend of increasing energy with increasing resolution within the sampling uncertainty (Fig. 7). Furthermore, as a function of $k_{\text{max}} = \pi \Delta x^{-1} \rightarrow \infty$, an extrapolation of a velocity spectrum slope of $-2$ would imply a relatively slow asymptotic approach to energy convergence from below with a deficit of $O(k_{\text{max}}^{-2})$; this is not inconsistent with Fig. 7 within sampling uncertainty [cf. the more optimistic speculation about apparent energy convergence within the present ICC resolution range in Marchesiello et al. (2003)].

Tracer fields exhibit a somewhat different type of transition as resolution increases; $\rho$ and $T$ behave similarly near the surface but differ markedly in the subsurface. In the boundary layer the spectra for both tracers become shallower with increasing resolution toward a shape $\sim k^{-2}$. Also, spatial patterns for $\rho$ (not shown) and $T$ (Fig. 4d) are similar in their small scale features. Conversely, in the pycnocline the spectrum slope for $T$ is between $-2$ and $-3$, and for $\rho$ it is around $-3.5$. Qualitatively, we can understand this as being due to the surface intensification of the submesoscale transition and the strong dynamical constraints exerted in the surface boundary layer by the surface boundary condi-

---

2 The high $k$ spikes in the ICC0 $T$ spectra indicate that the level of tracer dissipation implicitly provided by the tracer advection scheme in ROMS (Shchepetkin and McWilliams 1998) is close to its minimal acceptable value in this solution.

3 Note that the large-scale density gradient in the upper 40 m is strongly dominated by the temperature contribution (cf. $T$ and $S$ structures in Fig. 3), and this may be the main reason why limited compensation is observed in the mixed-layer $\rho$ field.
Fig. 4. Instantaneous $T(x, y)$ and $\rho(x, y)$ fields 30 days after ICC initialization: (a) $T$ at 10-m depth in ICC12; (b) $T$ at 10 m in ICC6; (c) $T$ at 10 m in ICC1; (d) $T$ at 10 m in ICC0; (e) $T$ at 70 m in ICC0; (f) $\rho$ at 70 m in ICC0. Temperature ranges are 10°–20°C at 10 m and 7.5°–16.5°C at 70 m, and the $\rho$ range is 1024–1026.2 kg m$^{-3}$.
and in the surface versus the pycnocline are also evident in Fig. 4.

Thus, in the sequence of simulations from ICC12 to ICC0, a transition to vigorous submesoscale activity occurs. Based on the change in spectrum slopes with resolution, the transition seems essentially completed at the highest resolutions we have run (ICC1 and ICC0). Although further resolution increases would push the dissipation range—where the spectra steepen from their submesoscale-range slopes—toward even higher \( k \), we do not expect significant further slope changes. This remark, however, overlooks any further regime changes that must somehow occur between submesoscale and microscale flows, but these are outside the resolutions achieved in this ICC sequence.

5. Intermittency and skewness

The spectra in Fig. 6 show that substantial variance for velocity and tracers resides in the submesoscale range. It is also true that much of the submesoscale structure is intermittently distributed in space and time, as suggested by the instantaneous patterns of \( T \), \( \rho \), and \( \zeta \) in Figs. 4 and 5. A statistical manifestation of intermittency is a long-tailed probability density function (PDF) for tracer gradients, vorticity, and vertical velocity.

Density fronts are a primary source of intermittency, as indicated in the PDF for the horizontal density gradients \( |\nabla \rho| \) (Fig. 8). There are long tails in the PDF near the surface, but they are not nearly as long in the pycnocline. The surface PDFs have approximately the functional form of an exponential distribution, as commonly seen in turbulence at high Reynolds numbers (Castaing et al. 1990). The total variance of the density gradient increases substantially with increased resolution (not shown), but after normalizing by the variance, the PDF tails increase only slightly with resolution. We interpret this as an indication that the front-generation process is implicit in the mesoscale eddy strain field in all our simulations, although the sharpness of the resulting fronts increases strongly into the submesoscale range when resolution allows it.

PDFs for \( \zeta \) and \( w \) are shown in Fig. 9. They also show significant intermittency near the surface by long tails with approximately exponential shapes. But they also show significant asymmetry in the sign of the fluctuations: for ICC0 the skewness (i.e., normalized third moment of the PDF) for \( \zeta \) at 10 m is \( +1.3 \), and for \( w \) at 20 m, it is \( -2.0 \).\(^4\) The asymmetry of the vortex-
stretching process favors cyclonic vorticity dominance for magnitudes larger than $f$, as does the limitation in anticyclonic $\zeta^c \geq -f$ due to centrifugal instability. These PDFs demonstrate that the types of asymmetry that develop in fronts—dominance of cyclonic vorticity and downward velocity near the surface (section 2a of Part II)—are reflected in statistics for the fields as a whole. These asymmetries are essentially absent before the submesoscale transition (e.g., in ICC6) and in the pycnocline, and deeper after the transition (ICC0); they are also absent in quasigeostrophic dynamics.
6. Flow decomposition

Our simulations exhibit a broad spectral range without an obvious break between mesoscale and submesoscale components (Fig. 6). To distinguish their relative contributions to different dynamical balances, we make a triple decomposition for all model variables $V$:

$$V = \overline{V} + (\hat{V} - \overline{V}) + (V - \hat{V}).$$

(1)

This separates variables and flux contributions into mean (overbar), mesoscale (prime), and submesoscale (double prime) components based on appropriate filters, both very low pass (i.e., $\overline{V}$) and medium low pass (i.e., $\hat{V}$). The very low pass filter is chosen as the (1 yr) time average. The choice of the medium low pass filter is more problematic because it requires defining a separation scale between mesoscale and submesoscale. In practice, we use a combination of temporal averaging over 2 days and horizontal smoothing (i.e., $2^n$ applications of a grid-scale, five-point operator with a 12-km smoothing length: $n = 4$ for ICC0, $n = 3$ for ICC1, $n = 2$ for ICC3, $n = 1$ for ICC6, and $n = 0$ for ICC12). Cross terms involving correlations between mesoscale and submesoscale quantities were checked and were found to be negligible in all cases.

Mean, mesoscale, and submesoscale root-mean-square (rms) velocity profiles are shown in Fig. 10 for two resolutions representative of mesoscale-resolving (ICC6) and submesoscale-resolving (ICC0) cases. The mean profiles are very similar. The additional eddy activity provided by increasing resolution preferentially goes to the submesoscale, especially for $w$. Indeed, $w_{RMS}$ does not significantly change between ICC6 and ICC0, whereas $w_{RMS}$ increases by a factor of 10. At a depth of 25 m, $w_{RMS}$ has a maximum of 12 m day$^{-1}$ and then sharply decreases with depth until it increases again in the pycnocline. Conditionally averaging $w$ based on the local KPP boundary layer depth $h$ shows the strong influence of $h$ on $w$. The maximum of $w_{RMS}$ occurs at a depth of about 0.7$h$. The changes in mesoscale and submesoscale ($u, v$) are modest compared to $w$, consistent with moderate mesoscale dominance of horizontal velocity and strong submesoscale dominance of vertical velocity.

7. Tracer fluxes and boundary layer restratification

Another important aspect of the transition occurs for the upper-ocean vertical eddy tracer fluxes. These increase in the submesoscale, relative to the mesoscale, and the $w, T,$ and $\rho$ fluctuations are correlated to act in favor of restratification within the boundary layer. The equilibrium, pointwise heat balance in ROMS is given by

$$\nabla_h \cdot \mathbf{u}_h T + \partial_z w T = \partial_z (K_0 T),$$

(2)

with the subscript “h” denoting a horizontal vector, and the velocity and temperature fields triply decomposed as in (1). The effects of boundary fluxes and lateral diffusion are implicit in the transport divergence operators. In (2) the horizontal eddy heat flux plays a very important role, with cross-shore exchange balancing...
offshore atmospheric warming and nearshore upwelling cooling (Marchesiello et al. 2003). The horizontal eddy flux is dominated by mesoscale eddies, and it changes only modestly across the ICC cases (not shown). However, the vertical eddy heat flux does exhibit a submesoscale transition. The flux divergences, \(-\partial_z w^\prime T^\prime\) and \(-\partial_z w^\prime T^\prime\), in Fig. 11 mainly act to restratify the boundary layer by warming above and cooling below. Note that this is a countergradient flux relative to the mean stratification (albeit only marginally so in the weakly stratified boundary layer). At the highest resolutions (ICC0 and ICC1), the submesoscale flux dominates over the mesoscale flux (which is largest in the nearshore upwelling zone); offshore there is a 10-fold increase of total eddy flux divergence magnitude from ICC12 to ICC0 (fivetime from ICC6 to ICC0). Expressed as an equivalent solar heat flux warming the upper half of the boundary layer, the contribution from \(-\partial_z w^\prime T^\prime\) is equivalent to 80 W m\(^{-2}\) 200 km offshore and 300 W m\(^{-2}\) nearshore.

The heating rate by submesoscale vertical eddy flux divergence is about 5 times that by horizontal eddy flux. However, the consequences of \(w^\prime T^\prime\) for \(T^\prime\) are limited. In going from 12- to 0.75-km grid spacing, there is only a 20% reduction in \(h\), an increase in stratification within the boundary layer (mostly near its base; even so it remains weak relative to the pycnocline), and little change in the surface temperature (SST)—less than 0.3°C in the domain average.

The explanation for the small sensitivity of \(T^\prime\) to \(w^\prime T^\prime\) comes from the mean heat balance. We demonstrate this by comparing different terms in the domain-averaged balance between cases ICC6 and ICC0. Because the mean SST values for the two cases are close, the atmospheric heat fluxes are close (i.e., within 5 W m\(^{-2}\)), despite the SST-restoring formulation (section

Fig. 10. Rms velocity profiles: mean (dot–dashed), mesoscale (continuous), and submesoscale (dashed). Each panel shows ICC0 (black lines) and ICC6 (gray lines). There are two additional \(w^\prime\) profiles for ICC0 (dotted lines), corresponding to conditional averages when the boundary layer is either between 20 and 30 m (with maximum rms \(w^\prime\) at 18 m) or between 30 and 40 m (with maximum rms \(w^\prime\) at 25 m).
Also, ICC6 and ICC0 have comparable mesoscale lateral heat fluxes since both cases adequately resolve the mesoscale dynamics. Therefore, the sum of the remaining terms in the local, upper-ocean heat balance (i.e., the submesoscale eddy flux, $-\partial_z \bar{w}^T$ and the vertical mixing by boundary layer turbulence) does not change significantly between the two cases. This implies that

$$
-\frac{\partial_z \bar{w}^T}{\bar{H}_{11002}}|_{\text{ICC6}} + \frac{\partial_z \bar{w}^T}{\bar{H}_{11002}}|_{\text{ICC0}} \approx -\frac{\partial_z \bar{w}^T}{\bar{H}_{11002}}|_{\text{ICC6}} + \frac{\partial_z \bar{w}^T}{\bar{H}_{11002}}|_{\text{ICC0}},
$$

where $\kappa$ is the eddy diffusivity in the boundary layer from the KPP scheme. The two sides of this equation express the change in submesoscale flux (left) and vertical mixing (right) in the transition from 6- to 0.75-km grid spacing (Fig. 12). The eddy flux acts to restratify the upper ocean, and the mixing acts to destratify it. Both terms are substantially stronger after the submesoscale transition. The increase in the vertical heat flux with the submesoscale transition is balanced by an increase in vertical mixing. Since $\kappa$ is large in most of the boundary layer because of wind-induced turbulent mix-
8. Oceanic relevance

There is general agreement in magnitude between the simulated submesoscale activity in ICC0 and the available observations of fronts and vortices, including some made in the California Current System. For example, the frontal and vortical features observed off Point Arena during the upwelling season in Flament et al. (1985) are visually very similar to the unstable regions in Fig. 4. Flament et al. (1985) estimate the strain rate near their unstable front as \(8 \times 10^{-5} \text{ s}^{-1}\), which is a magnitude exceeded in about 20% of domain in ICC0. Paduan and Niiler (1990) measure a surface convergence on the cold side of an upwelling filament and relate it to the secondary circulation forced by the upwelling wind (see Part II for more details). They estimate a cold-side vertical heat flux of 400 W m\(^{-2}\) (i.e., equivalent to a temperature flux of \(10^{-4} \text{ m °C s}^{-1}\)) in a 20-m-deep boundary layer; this is only modestly larger than the averaged values in Fig. 11. Table 1 compares our simulations with several other observational estimates made near strong submesoscale surface fronts. Such a comparison is ambiguous because of sampling differences that are very difficult to quantify.

Tracer and velocity spectra indicate the scale content of oceanic variability, albeit only as a rather gross measure. The only velocity spectrum estimate we know is a geostrophic one derived from sea surface slope (Stammer 1997). It captures only the upper-ocean geostrophic velocity contribution, and its meaningful wavelength range (100 km and above) barely overlaps the regime we are focusing on. In our simulations the geostrophic kinetic energy spectrum (i.e., for \(g \vec{v} \zeta\)) is fairly close to the total kinetic energy spectrum near the surface. For ICC0 and ICC1 the latter compare favorably with Stammer’s generic results, namely, a kinetic energy spectrum peak around 400-km wavelength followed by a \(-2\) power-law decay over the mesoscale range and extending into the submesoscale range up to a cutoff in the model’s dissipation range. At wavelengths between 5 and 100 km, numerous measured tracer spectra provide robust evidence of a \(-2\) roll-off in the upper ocean (Denman and Abbott 1988; Samelson and Paulson 1988; Ferrari and Rudnick 2000). The ICC0 and ICC1 spectra are consistent with this picture, again limited by the dissipation range where the spectra are steeper.

One of the most striking features in our solutions is...
the ubiquity of tracer fronts, although some modulation of their intensity occurs because of the mesoscale. It is possible that our idealizations (primarily the constant upwelling favorable wind) lead to an overestimate of fronts frequency and intensity. However, high-resolution SST and ocean color imagery and their frontal-detection analyses (Ullman and Cornillon 2000; Miller 2004) suggest that submesoscale fronts are indeed ubiquitous in most oceanic regions, especially in regions of coastal upwelling, where temperature gradients are large and frontal detection is relatively easy (Castelao et al. 2006; Ullman et al. 2007).

### 9. Summary and discussion

By a computational experimental path that follows the changes in equilibrium dynamics for an idealized subtropical, eastern boundary, upwelling current system, we have demonstrated a regime transition that occurs for the submesoscale regime. The transition does not significantly alter the dominant mesoscale flow structures and their lateral material eddy fluxes, but it adds a new component to the flow with sharp near-surface density fronts and associated submesoscale instabilities and vortices. The submesoscale vertical velocity and vorticity magnitudes are much stronger than mesoscale ones. The emergent submesoscale currents are spawned and sustained from the mesoscale eddy field that has its own origin in the instability of the mean upwelling current system. The most important submesoscale eddy tracer flux provides a vertical re-stratification in the upper ocean that is countered by enhanced boundary layer vertical mixing. In this regard, the consequences of resolving submesoscale processes are modest for the mean fields, although they are significant for the associated mean tracer balances as well as for the kinetic energy balance (Part III), the associated tracer fluctuation spectra, and their dynamical balances.

The near cancellation between submesoscale restratification flux and boundary layer turbulent mixing may be overestimated by the posing of our simulations with steady forcing. In realistic conditions, upwelling-favorable and relaxation events will alternate on synoptic scales (from 1 to ~15 days). Every time the wind slackens and the boundary layer turbulence is reduced, we can expect the submesoscale to greatly speed up the upper-ocean re-stratification, thereby strongly affecting the mean tracer structure.

In more general terms, a subtropical eastern boundary current regime is somewhat unusual because it is highly stratified and near-surface concentrated in even its mean fields. This confines the nonquasigeostrophic motions (inferred from the shallow spectrum slopes, but see also section 5 of Part II and section 4 of Part III) into a very thin near-surface layer and probably restricts their amplitude [cf. the increase of rms \( w \) with the boundary layer depth in Fig. 10 and also Fox-Kemper et al. (2008)]. If other current systems, such as western boundary currents or the Antarctic Circumpolar Current, undergo a similar type of submesoscale transition, the consequences are likely to be larger and extend over a larger fraction of the water column.

The submesoscale vertical eddy fluxes for a particular tracer will depend on the mean tracer distribution itself. Therefore, they may be even more significant for tracers other than \( T \) and \( \rho \) with stronger vertical gradients. In particular, the role played by the submesoscale in biogeochemical material exchange across the nutricline and boundary layer interface may be quite important.

Nevertheless, the present simulations are only for a particular situation, and as yet we cannot say how common it is for a submesoscale transition to occur in the ocean. Apart from the preceding caveat about the high degree of near-surface confinement, an upwelling current system seems more generic than unique in its mesoscale eddy behaviors; hence, it seems likely that its mesoscale-to-submesoscale transition should also be generic. A favorable but limited assessment of this expectation is made in section 8. The submesoscale characteristics of our simulations are qualitatively consistent with existing in situ measurements made near surface fronts as well as with wavenumber spectra for upper-ocean tracers. Recent analyses of numerical solutions for flows with a deeper vertical extension (Fox-Kemper et al. 2008; Klein et al. 2008) add further support to this view.
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