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Summary

A set of the inhomogeneity factor for high-level clouds
derived from the ISCCP D1 dataset averaged over a
five-year period has been incorporated in the UCLA
atmospheric GCM to investigate the effect of cirrus cloud
inhomogeneity on climate simulation. The inclusion of this
inhomogeneous factor improves the global mean planetary
albedo by about 4% simulated from the model. It also
produces changes in solar fluxes and OLRs associated with
changes in cloud fields, revealing that the cloud inhomo-
geneity not only affects cloud albedo directly, but also
modifies cloud and radiation fields. The corresponding
difference in the geographic distribution of precipitation
is as large as 7 mm day�1. Using the climatology cloud
inhomogeneity factor also produces a warmer troposphere
related to changes in the cloudiness and the corresponding
radiative heating, which, to some extent, corrects the cold
bias in the UCLA AGCM. The region around 14 km,
however, is cooler associated with increase in the reflected
solar flux that leads to a warmer region above. An inter-
active parameterization for mean effective ice crystal size
based on ice water content and temperature has also been
developed and incorporated in the UCLA AGCM. The
inclusion of the new parameterization produces substantial
differences in the zonal mean temperature and the geo-
graphic distribution of precipitation, radiative fluxes, and
cloud cover with respect to the control run. The vertical
distribution of ice crystal size appears to be an important
factor controlling the radiative heating rate and the con-
sequence of circulation patterns, and hence must be in-
cluded in the cloud-radiation parameterization in climate
models to account for realistic cloud processes in the
atmosphere.

1. Introduction

Satellite mapping of the optical depth in midla-
titude and tropical regions has illustrated that
cirrus clouds are frequently finite in nature
and display substantial horizontal variabilities
(Minnis et al, 1993; Ou et al, 1995). Vertical
inhomogeneity of the ice crystal size distribution
and ice water content (IWC) has also been de-
monstrated in the microphysics balloon sounding
observations (Heymsfield and Miloshevich,
1993). Based on three-dimensional (3D) radia-
tive transfer calculations, cloud inhomogeneity
has been shown to play a significant role in
the heating rate profile averaged over mesoscale
grids and the result differs from that computed
from the conventional plane-parallel (PP) ap-
proach (Gu and Liou, 2001). However, creating
representations of cloud inhomogeneity in gen-
eral circulation models (GCMs) for climate
study is a difficult task since they generally have
spatial scales greater than 100 km due primarily
to computational limitations. Moreover, the rela-
tionship between the cloud optical properties (in
term of optical depth) and radiative fluxes
is nonlinear, leading to biases in the model-
simulated flux field caused by the use of an av-
erage optical depth to represent cloud spatial
inhomogeneity.



The cloud horizontal inhomogeneity effect on
solar albedo has been examined by Cahalan et al
(1994), Kogan et al (1995), and more recently
by Cairns et al (2000). Using data obtained
from observations, large eddy simulations, and
Monte-Carlo radiative transfer calculations for
stratocumulus and cumulus clouds, these authors
found that cloud inhomogeneity leads to a con-
siderably smaller solar albedo, as compared to
the value computed from the PP radiative transfer
model employing a mean liquid water content
(LWC). This effect has been taken into account
in climate models by reducing the optical depth,
e.g., by a factor of 0.7, for all cloud types.
Tiedtke (1996) and Rotstayn (1997) tested the
assumption of a uniform adjustment in GCMs,
and pointed out that extension of the uniform
reduction factor to all modeled clouds appears
unrealistic but might be taken as the lower limit
of the adjustment. Rossow et al (2002) used the
International Satellite Cloud Climatology Project
(ISCCP) datasets to obtain a climatology of the
mesoscale variability of cloud optical depth,
emissivity, and temperature to test and refine
the treatment of cloud-radiation interactions.
However, these inhomogeneity parameters have
not been tested in a GCM.

The present study focuses on the high-level
cirrus clouds that play a pivotal role in the radia-
tive budget of the Earth-atmosphere system
through the reflection of solar radiation and the
trapping of outgoing longwave radiation, and
hence, significantly affect the atmospheric ther-
mal structure and climate (Liou, 1986; 1992;
Ackerman et al, 1988; Stephens et al, 1990).
Most of the previous studies on cloud inhomo-
geneity have focused on quantifying the solar
albedo bias for stratocumulus clouds, where a
bias as high as 15% has been reported (Cahalan
et al, 1994; Barker, 1996; Pincus et al, 1999).
Attention has recently been given to high-level
clouds. A bias in the outgoing longwave radiative
energy budget, up to �15 W m2, has been found
due to the high-level ice cloud inhomogeneity
(Fu et al, 2000; Pomroy and Illingworth, 2000).
Carlin et al (2002) examined the high ice cloud
inhomogeneity using optical depth dataset for the
midlatitude, and reported a solar albedo bias of
up to 25% over a low reflective surface at a high
solar zenith angle, and a spherical solar albedo
bias as high as 11%. The high cloud inhomo-

geneity effect on simulated climate, however,
has not been examined.

Cloud vertical inhomogeneity have been
mostly studied in terms of cloud vertical overlap
(e.g., Geleyn and Hollingsworth, 1979; Liang
and Wang, 1997; Stubenrauch et al, 1997; Chou
et al, 1998; Gu and Liou, 2001). Computation of
the radiative properties of cirrus clouds requires
the information on ice crystal size distribution
and a time-consuming computational light-scat-
tering program. Thus, parameterizations (e.g., Fu
and Liou, 1993) have been developed to deter-
mine the single-scattering properties in terms of
IWC and mean effective ice crystal size. While
IWC is generally predicted in GCMs, mean
effective ice crystal size is normally prescribed.
For example, a value of 75 mm has been used
by K€oohler (1999) and Ho et al (1998). The ice
crystal size distribution, however, is a function of
temperature (Heymsfield and Platt, 1984),
and significantly interacts with the radiation field
(Gu and Liou, 2000; Wu et al, 2000). Thus, it
would be desirable to develop an interactive
mean effective ice crystal size parameterization
in connection with radiative transfer calculations
in GCMs and climate models.

The objective of this study is to investigate
the effect of cirrus cloud horizontal and vertical
inhomogeneity on climate simulation. We use the
UCLA atmospheric GCM (AGCM) described in
Sect. 2 to perform several numerical experi-
ments, whose design is also discussed. In Sect.
3, we investigate the effect of the cirrus cloud
horizontal inhomogeneity on the simulated cli-
mate in terms of precipitation, temperature,
radiation, and cloud patterns, while the sensitiv-
ity of the simulated climate to cirrus cloud ver-
tical inhomogeneity is discussed in Sect. 4.
Finally, a summary is given in Sect. 5.

2. Model description and experiment
design

2.1 UCLA AGCM

The UCLA AGCM is a state-of-the-art grid point
model of the global atmosphere extending from
the Earth’s surface to a height of 50 km. The
most important features of the model have been
described in Gu et al (2003). The model predicts
the horizontal wind, potential temperature,
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mixing ratios of water vapor, cloud liquid water
and ice water, planetary boundary layer depth,
surface pressure, land surface temperature, and
snow depth over land. In this study, we used a
low-resolution version, with horizontal resolution
of 4� latitude by 5� longitude and 15 vertical
layers from the Earth’s surface to 1 hPa. The
recently updated UCLA AGCM incorporates a
more physically based radiation scheme that
has the capability of studying a variety of climate
problems, including the greenhouse gas and aero-
sol effects (Gu et al, 2003). This scheme com-
bined the delta-four-stream (Liou et al, 1988) and
the delta-two-and-four-stream methods (Fu et al,
1997) for solar and thermal infrared flux transfer,
respectively. Both methods have been demon-
strated to be computationally efficient and, at
the same time, highly accurate in comparison
to exact radiative transfer computations. The cor-
related k-distribution method for radiative trans-
fer was used to account for gaseous absorption
in multiple scattering atmospheres. The single-
scattering properties for ice and water clouds
were parameterized in terms of IWC=LWC and
mean effective size=radius. In conjunction with
the preceding radiative scheme, parameteriza-
tions for the fractional cloud cover and cloud
vertical overlap have also been devised in the
model. The cloud amount is empirically deter-
mined from the total cloud water mixing ratio.
For radiation calculation purposes, the model
clouds were vertically grouped in terms of low,
middle, and high cloud types. Maximum overlap
was first used for each cloud type, followed by
random overlap among the three groups.

2.2 Parameterization of cloud horizontal
inhomogeneity

The general approach to account for cloud spatial
inhomogeneity is to adjust the optical depth by
an empirical value less than 1. The adjustment
coefficients must be related to LWC and IWC
fields in the cloud and values of 0.5 to 0.85 have
been employed. To investigate the sensitivity of
the cloud inhomogeneity factor in the UCLA
AGCM, Gu et al (2003) carried out a simulation
in which the cloud inhomogeneity factor of 0.7
was replaced by 1. This modification reduces
OLR by 4.6 W m�2, and simultaneously en-
hances the reflected solar radiation by about

12 W m�2. The inhomogeneity effect on solar
radiation clearly exceeds that on IR radiation.
The corresponding planetary albedo increases
from 27.82% to 31.31%, an enhancement of
about 10%, indicating that the cloud inhomo-
geneity has a significant impact on the simulation
of planetary albedo. Examination was also made
of the effects of changing the mean effective ice
crystal size from 85 mm to 50 mm. A reduction in
ice crystal size leads to a smaller OLR at TOA,
but a larger planetary albedo. The effect of ice
crystal size on solar and IR radiation in these
experiments had the same magnitude.

To investigate the cloud inhomogeneity effect
on climate modeling, we performed a number of
model simulations. Each simulation is a 5-year
run with the initial condition corresponding to
October 1. For the control run (CTRL), a reduc-
tion factor of 0.7 to account for cloud inhomo-
geneity was introduced to adjust the optical
depth on each grid point for all cloud types in
the UCLA AGCM simulation. Also, an ice crys-
tal size of 80 mm was prescribed uniformly for
ice clouds. A second simulation, referred to as
HORZ, was conducted by replacing the uniform
value of 0.7 with the five-year mean values of the
inhomogeneity factor � for high-level clouds that
have been derived from the ISCCP D1 dataset
(Rossow et al, 2002). These values were calcu-
lated from: (a) the area-mean optical depth �m

obtained from an area of about 280 km by
280 km based on individual satellite pixels, repre-
senting an area of about 5 km by 5 km sampled at
intervals of about 30 km as follows:

�m ¼ 1

N

XN
i¼1

�i; ð1Þ

and (b) the corresponding radiative mean optical
thickness � r that represents a homogeneous cloud
having the same albedo as the actual inhomoge-
neous cloud with �m in the form

�r ¼ R�1

�
1

N

�XN
i¼1

Rð�iÞ
��

; ð2Þ

where R is a radiative transfer operator that deter-
mines the radiative flux from the optical thick-
ness. The inhomogeneity factor � is then
determined by

� ¼ 1 � �r=�m: ð3Þ
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The effects of cloud inhomogeneity on radiative
transfer can then be approximately accounted for
by re-scaling the area-mean optical thickness as
follows:

�r ¼ ð1 � �Þ�m; ð4Þ
where �m is the linear average of varying optical
thickness over the area that is predicted from a
GCM, and � r is the ‘‘radiative-average’’ value
that would yield the correct cloud albedo (Cairns
et al, 2000).

Figure 1a and b shows, respectively, the geo-
graphic distribution of the annual mean values of
� averaged over 1986–90 for high-level clouds
and the differences between 1 � � and a uniform
value of 0.7. The distribution of � illustrates the
pattern of the ITCZ feature, the subtropical jet
regions, the generation portion of winter storm
tracks, and the clouds over major mountains.
The most homogeneous high-level clouds are
found over the eastern edges of the oceans in
the southern hemisphere, north Africa, and the
middle east (Fig. 1a). It is also shown that the

reduction factor 0.7 may be a good approxi-
mation for clouds along the equator. However,
for the fairly homogeneous areas, use of 0.7
may overestimate the cloud inhomogeneity effect
(Fig. 1b). The geographic patterns of � are rather
constant with season. For this reason, we adopted
the annual mean � values and interpolated to the
UCLA AGCM model grid point. Low and middle
clouds remain unchanged in this experiment.

2.3 Parameterization of ice crystal size
for use in climate models

At this point, most of the climate models pre-
scribe ice particle size in conjunction with radia-
tion calculations. For example, the ice clouds in
the UCLA AGCM assume a uniform ice crystal
size of 85 mm (Gu et al, 2003). Using a two-
dimensional cirrus cloud model with the explicit
prediction of ice crystal size distribution, Gu and
Liou (2000) showed that the lower parts of the
cloud possess higher number densities of large
ice particles, whereas the cloud top is dominated
by the presence of more small ice particles. This
result is consistent with the observed pattern
presented by Heymsfield and Platt (1984), and
Ou et al (1995), in which both IWC and mean
ice crystal size show systematic relationship
with temperature. Following the work of Liou
(1992) and Ou et al (1995), the temperature-
dependent IWC and mean effective ice crystal
size may be expressed by parameterization in
the forms

IWC ¼ expf�7:6

þ 4 exp½�0:2443�10�3ð253� TcÞ�2:445g;
ð5Þ

De ¼
X3

n¼0

cnðTc � 273Þn; ð6Þ

where 213 K<Tc<253 K, c0¼ 326.3, c1¼ 12.42,
c2¼ 0.197, and c3¼ 0.0012. The temperature-
dependent De is obtained according to a general
power relationship between ice crystal size dis-
tribution and IWC as reported by Heymsfield and
Platt (1984) who showed that for a given tem-
perature, values of the empirical coefficients are
subject to uncertainty due to the observational
data spread. Therefore, accuracy of the actual
mean effective ice crystal size must be further

Fig. 1a. Geographic distribution of the annual mean values
of the inhomogeneity factor � averaged over 1986–90 for
high-level clouds (ISCCP), (b) difference between 1 � �
and a uniform value of 0.7 used in CTRL
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improved based on De. Using the relationship
between De and IWC and since the real De and
IWC must have the same relationship based on
dimensional analysis, we have

De ¼ ðIWC=IWCÞ1=3
De: ð7Þ

This formulation has been verified by Ou et al
(1995) using the balloonborne replicator data
obtained during the First ISCCP Regional
Experiment, Phase II, Cirrus Intensive Field
Observation (FIRE-II IFO). To implement this
parameterization in the UCLA AGCM, we first
compute IWC and De from Eqs. (5) and (6),
respectively. Then using the IWC predicted from
AGCM, we can determine De following Eq. (7)
for each grid point where ice cloud occurs. In this
way, De can effectively interact with radiation as
well as dynamic and thermodynamic fields in the
climate model. The vertical inhomogeneity of
cirrus clouds is then accounted for in the UCLA
AGCM by using the varied mean effective ice
crystal size calculated from model predicted
IWC and temperature for high clouds, an experi-
ment referred to as VERT.

3. Effect of cirrus cloud horizontal
inhomogeneity

To illustrate the cloud inhomogeneity effects on
radiation budget, we show in Table 1 the January
and July global mean solar fluxes and OLRs at
TOA and the surface for the three AGCM simu-
lations described in Sect. 2. Compared to CTRL,
HORZ enhances the reflected solar radiation by
about 5 W m�2, and reduces OLR by 2 W m�2

(Table 1). The cloud inhomogeneity effect on
solar radiation clearly exceeds its effect on ther-
mal infrared radiation. The corresponding plane-
tary albedo increases from 27.82% to 29.12%,
showing an improvement of about 4%. Com-

pared to the observed planetary albedo obtained
from the Earth Radiation Budget Experiment,
which has a value of 29.5% (�1%) for the global
mean (Barkstrom and Smith, 1986), incorpora-
tion of a uniform reduction factor of 0.7 in
the UCLA AGCM reduces the reflected solar
fluxes at TOA by about 4%. Inclusion of a set
of variable reduction values leads to an overall
improvement of solar flux simulation.

Figure 2 shows the zonal mean differences
in the January and July net solar and IR fluxes
at TOA between HORZ and CTRL. The zonal
mean differences in net solar fluxes at TOA
between HORZ and CTRL occur mainly in the
ITCZ and the storm track zones in the northern
hemisphere winter, as well as near the pole of the
northern hemisphere summer. Note that for solar
fluxes, most of the changes occur in the summer
hemispheres due to the seasonal change of the
sun. Changes in the OLR are located in the ITCZ
and oceanic midlatitudes. These features are
directly associated with differences in the cloud
inhomogeneity factor used in HORZ and CTRL.
Carlin et al (2002) studied the relationship be-
tween solar albedo and high-cloud optical depth
and found that there was normally a convex
relationship between solar albedo and ice cloud
optical depth, except under certain cases such
as low optical depth for an overhead sun and
a high reflective underlying surface where a
concave relationship was found. A higher inho-
mogeneity factor of 0.7 was used in CTRL, a
smaller cloud optical depth, which results in less
reflected solar fluxes and more OLRs at TOA.
Rossow et al (2002) obtained a similar conclu-
sion based on global radiation calculations using
the ISCCP data for one particular day in July,
1986.

However, this conclusion does not seem to be
true when we examine the geographic radiative

Table 1. Global mean values of the January and July solar (SW) and infrared (LW) fluxes at TOA and the surface (SFC) for the
three AGCM simulations

Variable January global mean July global mean

CTRL HORZ VERT CTRL HORZ VERT

TOA SW (W m�2) 261.5 256.4 263.4 244.7 240.3 245.9
TOA LW (W m�2) 230.1 227.5 226.2 236.2 234.2 232.7
SFC SW (W m�2) 192.5 187.3 193.0 176.4 171.9 175.8
SFC LW (W m�2) 55.47 55.12 54.33 54.43 54.54 53.32
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flux distribution. Figures 3–5 display the distri-
bution of the January and July mean solar and IR
flux differences at TOA, and differences in the
cloudiness. In January, differences in the solar
flux are as large as 50 W m�2, while more than
30 W m�2 are found in OLRs (Figs. 3a and 4a).
These differences do not display geographic pat-

terns that resemble differences in the inhomo-
geneity field, as shown in Fig. 1b. Changes in
the solar fluxes and OLRs, in fact, are associated
with changes in the cloud fields (Fig. 5a). An
increase (decrease) in cloudiness corresponds to
a decrease (increase) in solar fluxes and OLRs.
Comparing differences in the cloudiness with

Fig. 2. Zonal mean differences in the January and July net shortwave (a and b), and longwave (c and d) fluxes (W=m2) at
TOA between HORZ and CTRL
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those in the inhomogeneity field (Fig. 1b), the
increased cloudiness, hence more reflected solar
flux, in some areas (e.g., along the equator from
0� E to the northeast of Australia) is associated
with a higher inhomogeneity factor which, how-
ever, should give a smaller cloud albedo. This
indirect feedback process could be due to the fact
that initially the cloud with a higher inhomo-
geneity has a lower albedo and reflect less solar
radiation. As a consequence, more heating occurs
below the cloud top and stronger updraft is pro-
duced, leading to the formation of more cloudi-
ness. Thus, cloud inhomogeneity not only affects
the cloud albedo directly, but also modifies the
global cloud field through cloud-radiation inter-
action. Similar changes are found in July in which
radiative flux differences are also associated with
changes in the cloudiness (Figs. 3b, 4b, 5b).

Figure 6 displays differences in the January and
July mean precipitation distribution between the
HORZ and CTRL experiments. Differences in the
precipitation are found in ITCZ and the winter
storm tracks with values as large as 7 mm day�1,
although the global mean values for the two cases
are about the same. Differences in the geographic

Fig. 3. January (a), and July (b) mean net solar flux differ-
ences (W m�2) between HORZ and CTRL at TOA

Fig. 4. Same as Fig. 3, except for OLR

Fig. 5. January (a), and July (b) mean total cloud cover
differences (%) between HORZ and CTRL



distribution of precipitation, as in the case of
radiative flux, do not display patterns that resem-
ble those occurred in the inhomogeneity field.
However, changes in the precipitation and radia-
tive fluxes are closely associated with changes in
the cloud fields (Fig. 5).

Figure 7 shows the January zonal mean differ-
ences in total cloud water mixing ratios, solar
heating rates, and IR heating rates obtained in
HORZ and CTRL. The HORZ experiment pro-
duces more cloud water in the middle to upper
troposphere above the ITCZ and in the mid-
lower troposphere of the midlatitudes in the
northern hemisphere winter. Also HORZ pro-
duces more liquid water in the lower troposphere
of the midlatitude in the summer hemisphere
(Fig. 7a). Figure 7b and c show the correspond-
ing differences in solar and IR radiative heating
rates. More high clouds result in more solar heat-
ing in the cloud layer, whereas it is less in the
layers below due to the reduced downward solar
flux (Fig. 7b). Increase in high clouds also leads
to more IR cooling at the cloud top and more IR
warming at the cloud bottom. The heating=

cooling effect produced by IR exceeds the solar
heating, resulting in warming of the tropo-
sphere. The simulated results for July are simi-
lar to those for January and are not shown here.

The January and July zonal mean temperature
differences between the HORZ and CTRL ex-
periments are illustrated in Fig. 8. In January,
HORZ produces a warmer surface and tropo-
sphere related to the net radiative warming in this
region. This warming, to some extent, corrects
the cold bias in the UCLA AGCM. However,
the region around 14 km is cooler as a result
of the variable cloud inhomogeneity that in-
creases the reflected solar fluxes, as compared
to the use of a uniform value of 0.7. Conse-
quently, more upward reflected solar fluxes result
in more absorption above and hence a warmer
region, as shown in Fig. 8a. The July simulation
results, however, differ somewhat with cooling in
the troposphere of the oceanic midlatitudes due

Fig. 6. January (a), and July (b) mean precipitation differ-
ences (mm day�1) between HORZ and CTRL

Fig. 7. January zonal mean differences in (a) the total cloud
water mixing ratio (10�6 kg kg�1), (b) shortwave heating
rate (K day�1), and (c) longwave heating rate (K day�1)
between HORZ and CTRL
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to less latent heat release in those areas asso-
ciated with the reduced cloud field.

4. Effect of cirrus cloud vertical
inhomogeneity

Using the formulation presented in Sect. 2.3, the
relationship between the mean effective ice crys-
tal size and IWC and temperature is displayed
in Fig. 9. The De values for temperatures from
�60 �C to �20 �C (213 to 253 K) and IWCs from
0.1 to 2 mg m�3 (left panel) and 2 to 40 mg m�3

(right panel) range between 15 and 150 mm, in
general agreement with the mean effective ice
crystal sizes retrieved from the FIRE-II IFO
observation (Ou et al, 1995). These values are
also in the size range determined from the 28
ice crystal size distributions obtained from six
field campaigns reported by Fu (1996). The mean
effective ice crystal size is shown to increase
with IWC. However, its relationship with tem-
perature appears more complicated. For tempera-
tures from �55 to �45 �C, De decreases with
increasing temperature for a given IWC. Outside
this temperature range, however, De increases
with increasing temperature.

Fig. 8. January (a), and July (b) zonal mean temperature
differences (K) between HORZ and CTRL

Fig. 9. Contour map of the mean effective ice crystal size (mm) as a function of ice water content (a) 0.1 to 2.0 mg m�3, and
(b) 2.0 to 40 mg m�3 for temperature from �60 to �20 �C
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We now examine the cirrus cloud vertical
inhomogeneity effect on the simulated climatic
patterns in terms of mean effective ice crystal
size. The January and July global mean radiative
fluxes at TOA and the surface for VERT are
listed in Table 1. At TOP, this experiment pro-
duces 1–2 W m�2 differences in the global mean
solar radiative flux and 3–4 W m�2 in OLR, as
compared to CTRL. It appears that the new inter-
active parameterization tends to generate an
overall smaller mean effective ice crystal size
(e.g., the January global mean value is about
58.18 mm) as compared to the prescribed 85 mm
in CTRL. As a result, more IR radiation emitted
from the surface is trapped in VERT than in
CTRL. However, the global mean reflected solar
flux decreases due to the reduced cloudiness. The
mean effective ice crystal size appears to have
more direct impact on IR radiation, while the
cloudiness has larger impact on solar radiation.

The geographic distribution of the precipita-
tion, OLR, and total cloud cover fields also
shows substantial differences between VERT
and CTRL. Increases in the precipitation over
the winter storm track in January and over warm
pool in both January and July are seen in VERT,
with a maximum value of about 6 mm day�1

(Fig. 10). While CTRL underestimates the con-
vection and precipitation in Indo-Pacific (Gu et al,
2003), VERT appears to improve the simulation
in that area. The January and July global mean
values of precipitation from VERT also show bet-
ter agreement with observations (3.21 mm and
3.45 mm for January and July, respectively,
according to the data reported in CMAP) than
CTRL (Table 2).

The global mean cloud cover simulated from
VERT is also slightly closer to the ISCCP
observed value of 62.2% for January and
62.6% for July (Table 2). Difference in the cloud
cover, with a maximum value of about 25%, has

a similar pattern as that in the precipitation, as is
expected (Fig. 11). The corresponding difference
in OLR is as large as 35 W m�2 and has an oppo-
site sign with respect to precipitation and cloud
cover as a consequence of the thermal green-
house effect of clouds (Fig 12). Negative values
are found over warm pool, indicating the en-
hancement of the simulated convection in that
region in VERT.

The January zonal mean ice water mixing ratio
difference between VERT and CTRL shows
more ice water in the high cloud regions over
ITCZ and the subtropical oceanic area of the
southern hemisphere (Fig. 14a). Consequently,

Fig. 10. January mean differences in (a) January, and (b)
July precipitation (mm day�1) between VERT and CTRL

Table 2. Global mean values of total cloud cover, precipitation, and planetary albedo in the three AGCM simulations for
January and July

Variables January global means July global means

CTRL HORZ VERT CTRL HORZ VERT

Total cloud cover (%) 63.85 63.85 63.39 63.92 64.16 63.17
Precipitation (60� S–60� N; mm day�1) 3.61 3.58 3.51 3.798 3.776 3.71
Planetary albedo (%) 27.4 29.12 27.34 27.56 29.0 27.07
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Fig. 11. January (a), and July (b) mean cloud cover differ-
ences (%) between VERT and CTRL

Fig. 12. January (a), and July (b) mean OLR differences
(W m�2) between VERT and CTRL

Fig. 13. January zonal mean (a) solar, and (b) IR heating
rate differences (K day�1) between VERT and CTRL

Fig. 14. January zonal mean (a) ice water mixing ratio
(kg kg�1), and (b) temperature (K) differences between
VERT and CTRL
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more solar heating is found in VERT in those
areas, while less is shown in the lower atmo-
sphere due to decrease in the available solar flux
(Fig. 13a). The IR heating rate shows enhanced
cooling at the cloud top while more warming at
the cloud bottom in accordance with changes in
the ice cloud field (Fig. 13b). The corresponding
zonal mean temperature differences illustrate
warming in most areas of the troposphere asso-
ciated with net radiative heating (Fig. 14b). Dif-
ferences in July show similar patterns and are not
presented here. It is clear that the new interactive
parameterization for the mean effective ice crys-
tal size is more physical and that the vertical
inhomogeneity of cirrus clouds is an impor-
tant factor that can significantly impact climate
simulation.

5. Conclusions

The cirrus cloud horizontal and vertical inhomo-
geneity effects have been investigated in this
study. The introduction of a cloud inhomogeneity
factor with spatial variations leads to a significant
increase in the net solar fluxes at TOA with a
global average of about 5 W m�2, compared to
the use of a uniform value of 0.7. It improves
the simulation of the reflected solar fluxes at
TOA and hence the planetary albedo. The cloud
inhomogeneity has an impact on the thermal
radiative transfer as well, but the effect is quanti-
tatively smaller. Differences in the precipitation
distribution are as large as 7 mm day�1, although
the corresponding global mean value remains
about the same. Differences in the geographic
distribution of precipitation and radiative fluxes
between the two different cloud inhomogeneity
parameterizations are shown to be associated with
the patterns of cloud field changes. An increase in
the cloudiness in certain areas, and the consequent
increase in the reflected solar flux and decrease
in OLR, is associated with higher cloud in-
homogeneity. Thus, cloud inhomogeneity not only
affects cloud albedo directly, but also modifies the
entire cloud and radiation fields. Using varied
cloud inhomogeneity factors also produces tem-
perature change in the whole atmosphere related
to changes in the cloudiness and the correspond-
ing radiative heating and latent heat release.

An interactive parameterization for mean
effective ice crystal sizes based on IWC and

temperature has been developed for use in cli-
mate models. The mean effective ice crystal
size for a model grid when ice clouds are gen-
erated can now be parameterized from the pre-
dicted IWC and temperature in climate models.
This allows a direct interaction between cloud
microphysics and radiative transfer. The preci-
pitation and cloud cover patterns simulated from
the new parameterization show better agreement
with the observed global mean values. The glo-
bal mean effective ice crystal size calculated
from the parameterization shows a smaller
value than the prescribed 85 mm that was used
in the control simulation, resulting in less OLR.
In association with the reduced cloudiness,
we also find that the reflected solar flux is
smaller. The geographic distribution of the pre-
cipitation, OLR, and total cloud cover fields
shows significant differences, as compared to
the control run. More precipitation and less
OLR are found in the winter storm track region
and the Indian Ocean corresponding to changes
in the cloudiness. Employing interactive mean
effective ice crystal size results in a warmer
troposphere associated with the radiative heat-
ing modulated by the cloudiness. The sensitiv-
ity of simulated climate to cloud horizontal
(optical depth) and vertical (particle size) inho-
mogeneity appears to suggest that interactive
parameterizations for these two parameters are
required in order to improve the overall cloud
and radiation physics currently used in climate
models.
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