
Chapter 2

SURFACE FORCING AND THE PLANETARY BOUNDARY
LAYER

1 Surface Forcing

As noted in Chap. 1, almost all the forcing for the oceanic circulation occurs through the top
surface. It is caused by the surface wind stress (sometimes transmitted through sea ice) and heat
and water fluxes (Fig. 1). These forcing fields are familiar subjects in the study atmospheric
circulation; so they will be described rather briefly.

The time-mean, near-surface wind pattern, Ua, shows the expected features (Figs. 2-3): zonally-
oriented tropical trade winds, mid-latitude westerlies, and weak polar easterlies; the Afro-Asian
monsoon; and the standing-eddy circulations of sub-tropical anti-cyclones and sub-polar cyclones.
In Chap. 1 we discussed many different types of currents that arise from the associated surface
stress.

The mean meridional heat balance for the planet (Fig. 4) shows how the ocean contributes a
substantial fraction of the meridional heat flux needed for climate equilibrium in order to balance
the different meridional distributions of solar and infrared radiation for the Earth. The oceanic flux
is especially important in the tropics and subtropics, and it is carried primarily by the meridional
overturning circulation, both Ekman and thermohaline. Detailed maps of the distribution of surface
heat flux are in Figs. 5-8. The geographical pattern of air-sea fluxes shows tropical and sub-tropical
heating of the ocean and middle- and high-latitude cooling. The largest sustained air-sea fluxes
occur near the largest currents, because they are capable of large lateral advective transports of heat
that can resupply these sites of large vertical flux; note in particular the regions around the Gulf
Stream, the Antarctic Circumpolar Current, the Agulhas Current, and the Equatorial Currents. The
mean flux fields for fresh water are shown in Figs. 9-10. Note that water is delivered to the oceans
in the subpolar regions, near most coastlines, and in the tropical rain zones, while it is removed
from the ocean broadly in the subtropical zones. The mean summer and winter SST patterns are
shown in Fig. 6. They show broad tropical pools with small SST gradients and broad patterns
of decreasing temperature towards the poles. In particular, note how sharp the SST gradients
are across the subtopical/subpolar fronts in the western North Atlantic and Pacific and across the
Agulhas Retroflection south of Africa. These are, of course, advectively sharpened fronts.

The strong variability of the atmosphere on both synoptic (storm), seasonal, and interannual
time scales causes surface fluxes on the same scales. So the ocean also has vigorous variability
on these scales; typically, though, this directly forced variability weakens with increasing depth
into the ocean interior for the material fields (i.e., T and S), and this depth-weakening is more
rapid the higher the forcing frequency. The ocean does respond fairly efficiently to high-frequency
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forcing in the barotropic velocity field, however; this occurs mainly in the form of barotropic (a.k.a.
shallow-water) gravity, Kelvin (coastal), and Rossby waves, although there is also a substantial
Sverdrup gyre and WBC barotropic circulation on seasonal forcing time scales. On longer forcing
time scales of multiple years, the gyre and WBC currents evolve into a more baroclinic structure,
concentrated in and above the main pycnocline.

2 Ekman Transport and Pumping

In Sec. 7 of Chap. 1, the dynamical relations were presented for Ekman transport, Tt
ek, and

pumping, wt, for the surface boundary layer, along with the associated Sverdrup transport stream-
function, Ψ. All of these quantities are directly calculable from the surface wind stress, ρoτττ , which
in turn is calculated from the near-surface wind (Fig. 2) by an empirical regression formula,

ρoτττ = ρaCD|Ua|Ua , (1)

where ρa is a mean atmospheric density and CD ∼ 10−3 is a drag coefficient (which varies both
with near-surface atmospheric stratification and surface gravity waves).

Figure 11 shows the annual-mean Ekman transport, based on the same winds as in Fig. 2. It
is noticeably turned away from the surface wind directions, to the right in the Northern Hemi-
sphere and vice versa in the Southern Hemisphere. Figure 12 shows the surface Ekman pumping,
which is the divergence of the Ekman transport, although this figure is based on a different wind
climatology. It is mainly directed downward in subtropical gyres and upward in subpolar gyres.

Figure 12 also shows the associated Sverdrup transport pattern in the Atlantic. Note in partic-
ular the subpolar, subtropical, and even weak tropical gyres. The latter are the cause of the North
Equatorial Countercurrent near 8o N. Here Ψ is depicted without including the mass-conserving
recirculations near the western boundary. Lateral boundary-layer dynamics go beyond the rela-
tions presented in Chap. 1, and theories of several different types have been devised to account for
the western boundary currents of the gyres (Robinson, 1963). The simplest of such theories invoke
eddy viscosity — it acts both through the bottom Ekman boundary layer and/or through the lateral
boundary layer, especially in the west — in place of the more realistic dynamics of mean-advection
and mesoscale-eddy rectification. Solutions for these two models were first presented by Stommel
(1948) and Munk (1950), respectively. This subject is addressed in Chap. 3.

Ekman and Sverdrup relations are widely believed to be accurate for much of the ocean away
from strong currents. It is not easy to test them accurately with velocity observations because of
sampling limitations. However, one fairly convincing confirmation is shown in Fig. 13, albeit in a
location where no other competing dynamical influences are very strong.
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3 Surface Gravity Wave Effects

While no oceanographer who ever took a research cruise in high winds has ever overlooked effects
of surface gravity waves on ships, their effects on circulation have largely been ignored. In this
section, I present, at some length, some theoretical arguments and empirical analyses that suggest
this traditional view is not wholly correct.

3.1 Surface Waves and Stokes Drift

Rectification can also arise without any circulation instability. Consider the example of Stokes
drift associated with surface gravity waves. Given a weak amplitude, inviscid, irrotational surface
gravity wave with sea surface elevation anomaly,

ηw(x, y, t) = a cos[kx− σt] , (2)

propagating to the east and with a deep-water dispersion relation, σ =
√

gk, then the Eulerian
time mean current is zero,

u(x, t)
E

= 0 , (3)

but the Lagrangian mean (the Stokes drift) is nonzero:

ust(z) ≡ u(x, t)
L

=

∫ t

uw(x, s) ds · ∇∇∇uw(x, t) =
1

2
σka2e2kzx̂, z ≤ 0 . (4)

Here the average is taken following a fluid parcel x(ξ, t), with

dx

dt
= uw(x), x(ξ, 0) = ξ . (5)

See Fig. 14 for a kinematic illustration of how Stokes drift arises because of surface intensification
of the wave velocity, so that a parcel moves farther to the east when it is nearer the surface than
it moves to the west when it is farther from the surface. The Stokes drift is confined to near
the ocean surface on a scale k−1 ∼ 10 m for a typical dominant gravity wave with wavelength
λ = 2π/k = 60 m. Real oceanic waves exhibit a broad-band spectrum in k, so the real Stokes
drift is a superposition of contributions from many different wavenumbers.

3.2 Wave-Averaged Dynamics

The Stokes drift is a wave-driven Lagrangian circulation. As such we can expect it to transport any
material property,

∂c

∂t
= ... − ust · ∇∇∇c , (6)
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and it contributes to the mean dynamics as an added advection, which is quite different from an
eddy diffusion. There is also a Stokes-drift contribution to the mean horizontal momentum balance,
through what is called the vortex force,

∂u

∂t
= ... + ust ×

(
f ẑ + ζζζ

)
. (7)

The vortex force plays an essential role in the theory of Langmuir circulations (i.e., wind- and
wave-aligned overturning cells within the surface PBL, often seen because they trap buoyant debris
along lines of surface convergence; Craik and Leibovich (1976) and McWilliams et al. (1997)).

The wave-averaged, free-surface, kinematic and constant-pressure boundary conditions also
have wave-averaged terms which are important on a horizontal scale of wave modulation:

w = ∇∇∇ ·M φ− gη − pa/ρo = −P , (8)

at mean sea level, z = 0. Here pa is the atmospheric surface pressure and

M =

∫ 0

−∞
ust dz

P = (ηw
t )2 . (9)

The wave-averaged stress and buoyancy flux conditions do not contribute any significant wave-
added terms for the circulation dynamics. The conditions (8) generalize the usual rigid-lid and
surface pressure conditions when wave-effects are neglected. Notice in the pressure condition in
(8) the possibilities of an inverse barometer response (where η ≈ −gpa/rhoo) and the diagnostic
relation between dynamic pressure and sea level (where φ(z ≈ 0) ≈ gη) that is the basis for
altimetric estimations of surface geostrophic current. In both relations, the wave-added term, P ,
may provide an important modification; it turns out that the effect of P is expressed felt in φ(0)
rather than η in deep water, but the η expression can be strong near coastlines (where it is referred
to as wave set up). I skip the derivations of (6)-(9), which are lengthy and subtle (McWilliams and
Restrepo, 1999; McWilliams et al., 2004).

Now we consider how the additional wave-averaged terms lead to a generalization of the
Ekman-Sverdrup theory for large-scale, mid-latitude gyres, including some empirical estimates
of the size and geographical distribution of the wave-averaged contributions. The nonlinear vortex
force in (7) can be neglected by the classical assumption of small Rossby number for the general
circulation dynamics in the interior of a wind-gyre, but the Coriolis vortex force is important in the
Ekman layer balance:

f ẑ× uek = − ∂

∂z
u′hw

′ − f ẑ× ust ; (10)

here the explicitly appearing average is understood to be over the PBL turbulent motions. The
surface boundary condition is that the Reynolds stress equals the wind stress, ρoτττ , and the interior
boundary condition is that uek and the Reynolds stress vanish as z → −∞. The vertical profile
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of Ekman current, uek(z), depends upon the profile of the Reynolds stress; however, the vertically
integrated Ekman transport does not. The vertical integral of (10) is

Tek = −ẑ× τττ

ρof
−Tst , (11)

where the boundary layer transports are defined by

Tek ≡
∫ 0

−∞
uek dz, Tst ≡

∫ 0

−∞
ust dz . (12)

Stokes drift decays away from the surface on a vertical scale |k|−1 ∼ 10 m, which is usually
somewhat smaller than the PBL depth. Thus, the Eulerian Ekman transport has an “up-wave”
contribution that cancels the Lagrangian transport of the Stokes drift, as well as a component
perpendicular to the wind stress; i.e., it is the total Lagrangian transport in the boundary layer (i.e.,
the sum of the Eulerian-mean and Stokes drift transport from the waves) that is perpendicular to
the wind stress.

Next consider Ekman pumping. We integrate the continuity equation over the boundary layer,
using the wave-modified boundary condition (8) for w at z = 0. The result is

wt = ∇∇∇h ·Tek + ∇∇∇h ·M

= curl

[
τττ

ρof

]
+ ∇∇∇h · (M−Tst)

= curl

[
τττ

ρof

]
, (13)

where wt is the Ekman pumping velocity at the base of the surface Ekman layer. We have used the
definition for M in (9) to cancel the wave-induced effect in the Ekman pumping. This is because
the Stokes drift divergence lowers the sea surface in (8) at exactly the rate that wave-induced effect
in the Ekman layer divergence lifts the base of the Ekman layer. Ekman pumping provides a
significant forcing for the geostrophic flow in the interior, so ug also lacks a direct wave-driven
effect.

We calculate the wave-modified Sverdrup transport by vertically integrating the horizontal mo-
mentum equations, assuming Ekman dynamics in the surface PBL, planetary vorticity balance in
the interior, and negligible contributions from near the ocean bottom. The result for the meridional
component of the total transport, T, is

βT (y) = −βT
(y)
st +

1

ρo

curl [τττ ] + f∇∇∇h · [M−Tst]

= −βT
(y)
st +

1

ρo

curl [τττ ] , (14)

using the same cancellation as in the Ekman pumping relation. In addition, we can integrate the
continuity equation over the whole depth to obtain

∇∇∇h ·T = −∇∇∇h ·M = −∇∇∇h ·Tst . (15)
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This comprises a closed set of equations for the horizontal transport T, given τττ and Tst, which is
a boundary-value problem in two spatial dimensions. It is easily solved in terms of a Lagrangian
transport streamfunction Ψ(x, y) defined by

T + Tst ≡ ẑ× ∇∇∇hΨ . (16)

From (12) the differential equation for Ψ is

βΨx =
1

ρo

curl [τττ ] . (17)

This is easily integrated in s with an eastern-boundary condition of no normal transport,

Ψ = 0 at x = Xeast(y) . (18)

Notice that (17)-(18) have the form of the usual Sverdrup transport relations, except that here they
refer to the Lagrangian rather than Eulerian transport streamfunction; to obtain the latter, the Stokes
transport must be subtracted from curl [τττ ].

We see that there are potentially important wave-averaged effects on the surface Ekman cur-
rents, the Sverdrup transport, and the diagnostic calculation of φ(x.y, 0, t) from η and pa. An
assessment of their magnitudes could be made by evaluating the relevant quantities from a wave
climatology. However, since surface wind climatologies are both more complete and more read-
ily available, we instead base our empirical estimates on a wind climatology from a re-analysis
using an operational weather forecast model for the years 1979-1995 (Kalnay et al., 1996). This
also gives us estimates of the wind stress. In the estimates that follow we assume that the waves
are fully developed and in local equilibrium with the local wind on circulation time scales, using
empirical regression relations estimated by Pierson and Moskowitz (1964) and linear, conservative
wave dynamics to relate the fitted wave spectrum to the quantities of interest here (e.g., Tst, P ,
etc.). Obviously, this is not entirely correct. In particular, these estimates do not include remotely
generated swell waves that are often a substantial component of the wave field. Nevertheless, this
initial assessment illustrates the nature of the wave effects on the circulation. It may later be possi-
ble to obtain improved estimates from a wave-dynamical model used in an operational forecasting
mode, such as the one currently in use at the ECMWF.

Using the empirical relations for the Stokes transport and wind stress, we can derive an estimate
for the ratio, R, of the wave- and wind-driven components in (11) to expose its dependencies on
the most geographically variable quantities (viz., f and the surface wind, Ua), ignoring its other
dependencies. The result is

R ∝ |fUa| . (19)

Thus, we see that a high wind regime favors the wave-driving influence, while weak winds favor
the wind-driving unless the local waves are enhanced through remotely generated swell. Moreover,
the wave-driving influence tends to increase with latitude since |f | does, and we can attribute this
to the decrease in the Ekman-layer depth. Since wind speeds also tend to be larger in middle and
higher latitudes, at least in winter, both factors in (19) indicate that wave-driving is relatively more
important in these regions.
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3.3 Stokes Transport and Sea-Level Bias

Now consider climatological estimates of various quantities above:

Fig. 15: The mean strength of the waves, (ηw)2, shows they are strongest in the midst of the
westerly winds, away from land, and the variance ranges from less than 0.5 m2 in the tropics to
more than 3 m2 in both hemispheres.

Fig. 16: The Stokes transport, Tst, has the strongest values in the westerly wind regime between
about 40o and 60o, with a magnitude approaching 1 m2 s−1. The magnitude of the Ekman transport
(cf., Fig. 6) is much larger than the Stokes transport near the equator, but these quantities have
opposite trends with increasing latitude.

Fig. 17: The Stokes transport fraction, R, is very small in the tropics, but it grows to a level of
more than 40% of the Lagrangian Ekman transport at higher latitudes.

Previous empirical tests of Ekman and Sverdrup transport relations have largely been confined
to relatively low latitudes. From Fig. 13, it is clear that this is a region where they are best
satisfied and the wave effects are smallest. The present status of the theory presented here is that
its predictions need observational or laboratory testing. An OGCM could easily be generalized to
incorporate the wave-added dynamical effects derived here, given a suitable data set for the wave
field (like those for the surface forcing).

4 Planetary Boundary Layer

The Planetary Boundary Layer (PBL) near the surface is a layer of thickness O(10 − 100) m,
within which there is vigorous turbulence because of the fluid instabilities induced by surface
fluxes. There is also rapid time variability of the turbulence-averaged profiles because of flux
variability on the atmospheric meso- and synoptic-scales.

The turbulence itself is an important subject of scientific research, but we will not pursue it
in this course. Suffice it say here that a parameterization model for PBL turbulent transports is
required to diagnose and interpret the distributions near the surface, as well as a necessary element
of an OGCM ((Chap. 7) (Large et al., 1994; Large, 1998).

Illustrative profiles of T (z), S(z), and uh(z) are shown in Fig. 18. The material properties are
fairly well mixed near the surface but have strong, and sometimes multiple, intervals of high gra-
dient beneath the mixed layer, reflecting the time history of penetrative mixing and restratification.
This figure shows before and after a fairly strong storm early in the fall.

A typical diurnal cycle is illustrated in Fig. 19. During the solar-heated part of the day, a near-
surface stratified layer builds up (n.b., 0.2 K over 20 m depth). During the dark part of the day, the
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boundary layer deepens and this diurnal stratification is destroyed by vertical mixing. The kinetic
energy dissipation rate ε is highly variable, but it is significantly larger within the PBL than below,
even as the boundary layer depth varies.

A typical extratropical seasonal cycle in the mixed-layer T (z) is shown in Fig. 20. The layer is
shallow in summer due to stabilizing insolation and relatively weak wind-induced mixing by shear
instability. The maximum surface temperature occurs in the late summer or early fall, lagging
behind the peak insolation of early summer. During the fall through a sequence of storms, the
layer deepens until it reaches its maximum in late winter. During the spring there is a sequence of
restratification events caused by the increasing isolation, punctuated by re-deepening events from
storms, and gradually the restratification dominates over the storminess as the season progresses
toward Summer.

5 Downward Influences

One of the most subtle issues in oceanography is the dynamical and material communication be-
tween the surface layer and the interior. The surface layer is in direct contact with the atmosphere,
and its fields — e.g., Ekman current (Fig. 11), SST (Fig. 6), surface salinity (not shown, but char-
acterized by relatively fresh water in the sub-polar, polar, and equatorial zones and by relatively
salty water in the sub-tropical zones), and even surface waves (Fig. 15) — strongly reflect this
air-sea interaction. In contrast, the oceanic interior is somewhat insulated from direct atmospheric
influences, especially ones that vary rapidly (i.e., on synoptic scales or even faster).

For large-scale currents the most effective communication is through the vortex stretching due
to Ekman pumping and implicit in the Sverdrup transport relations (Chap. 1, Sec. 6). These estab-
lish interior horizontal pressure gradients and associated geostrophic currents, and they also advect
materials vertically. Particular attention should be given to locations where interior iso(potential)pycnal
surfaces intersect the surface, or equivalently, the surface planetary boundary layer; this is referred
to as outcropping. When the flow is upward into the PBL (wt > 0), interior water masses are
exposed to the local air-sea fluxes and their material concentrations are effectively mixed with the
flux-altered water by the PBL turbulence; this is referred to as water mass transformation in asso-
ciation with upwelling. When the flow is downward (wt < 0), the altered water masses are carried
down into the interior (subduction). While in the interior the material concentrations change rel-
atively slowly compared to the rapid transformations in the PBL; thus, they can be considered as
quasi-adiabatic, with stirring along isopycnals by mesoscale eddies (cf., Chap. 1, Sec. 7) occur-
ring much more efficiently than mixing across isocpycnals by smaller-scale motions. There is also
some dynamical communication from the surface to the interior by downward wave radiation; for
the most part this occurs as inertia-gravity waves that energize the interior wave field but do not
greatly influence the currents.

There is, of course, reverse communication from the interior to the surface layer. Upwelled
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waters carry heat, fresh water, and other materials, and the surface circulation has a substantial
geostrophic component in addition to the Ekman currents. Lateral mixing by mesoscale eddies
(Chap. 1; Sec. 8), generated by instabilities of the interior circulation, is also often important,
although its effects can be secondary when the surface fields have quite large spatial scales and
rather rapid time scales due to the air-sea coupling. On longer time scales the oceanic circulation
is essential for Earth’s climate (e.g., Fig. 4). (See Chap. 10.)
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Figure 1: Cartoon of primary momentum, heat, and water forcings of the oceanic circulation.
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Figure 2: Annual-mean surface wind from the NCAR-NCEP reanalysis (Kalnay and co authors,
1996).
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Figure 3: Annual-mean surface stress over the global ocean (Large and Yeager, 2004).
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Figure 4: Annual- and zonal-mean meridional heat balance: (a) vertical energy flux at the top of
the atmosphere, and (b) meridional flux, and partitioned into the oceanic and atmospheric parts
(Trenberth and Solomon, 1994).
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Figure 5: Annual-mean surface heat flux into the Atlantic Ocean (Niiler, 1992).
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Figure 6: Mean summer and winter fields of sea surface temperature, SST (Niiler, 1992).
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Figure 7: Annual-mean surface heat flux over the global ocean (Large and Yeager, 2004). This
includes abosbed solar radiaion, absorbed and emitted infrared radiation, turbulent sensible and
latent heat fluxes, and heats of freezing (warming sea water) and melting (cooling sea water) of sea
ice.
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Figure 8: Annual-mean surface heat flux over the global ocean (Large and Yeager, 2004), decom-
posed into solar heating and the non-solar residual.
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Figure 9: Annual-mean surface water flux over the global ocean (Large and Yeager, 2004). This
includes precipitation, evaporation, riverine inflow, and the water exchanges by freezing (extrusion
of salt into the sea water) and melting (supply or relatively fresh water) by sea ice.
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Figure 10: Annual-mean surface water flux over the global ocean (Large and Yeager, 2004), de-
composed into the influx and outflux contributions.
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Figure 11: Annual-mean Ekman transport, Tt
ek [m2s−1] (McWilliams and Restrepo, 1999), based

on the winds from the NCAR-NCEP reanalysis (Kalnay and co authors, 1996).
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Figure 12: Annual-mean Ekman pumping, wt, in the North Atlantic and the associated Sverdrup
transport streamfunction, Psi (Leetmaa and Bunker, 1978).
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Figure 13: Demonstration of planetary vorticity balance and Ekman pumping in the Subtropical
North Atlantic (Niiler, 1992).
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Figure 14: Cartoon of surface gravity wave motion and Stokes drift.
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Figure 15: Annual-mean sea-level variance due to surface gravity waves, overlineη2 [m2]
(McWilliams and Restrepo, 1999), based on the winds from the NCAR-NCEP reanalysis (Kalnay
and co authors, 1996) and the assumption of wind-wave equilibrium.
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Figure 16: Annual-mean Stokes transport, Tst [m2s−1] (McWilliams and Restrepo, 1999), based
on the winds from the NCAR-NCEP reanalysis (Kalnay and co authors, 1996) and the assumption
of wind-wave equilibrium.
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Figure 17: Ratio of annual-mean Stokes and Ekman transports (McWilliams and Restrepo, 1999).
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Figure 18: Summertime upper-ocean profiles of uh, T , and S in the North Pacific and North
Atlantic (Niiler, 1992).
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Figure 19: Profiles of hour-averages of dissipation rate ε (shaded) and potential temperature θ
through part of a diurnal cycle (Brainerd and Gregg, 1993). LT denotes local time, and the depth
unit is approximately equivalent to 100 m.
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Figure 20: Annual cycle of the surface mixed layer in the Eastern North Pacific (Niiler, 1992).
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