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Abstract

An investigation is made of some features of perturbation superimposed in a plane Couette flow with unstable stratification. A set of linearized Boussinesq equations governing the perturbation is solved numerically employing a finite-difference technique. First, stability characteristics of the perturbations are shown. These characteristics are discussed for various Richardson numbers and wavenumbers and are compared with those obtained analytically by Kuo. It is confirmed that constant shear has a stabilizing effect on the perturbation and the effect is striking for perturbations of short wavelength and of transverse modes whose wavelengths in the direction perpendicular to the basic flow are longer than those in the direction parallel to the basic flow.

Second, a dynamical structure of unstable perturbations and the associated energy conversions are discussed. Conversion between kinetic energy of the basic flow and that of the perturbation takes place as well as conversion of potential energy to kinetic energy. In particular, vertical transfer of horizontal momentum, which results in conversion between both the kinetic energies of the basic flow and of the perturbation, is crucially controlled by the three dimensionality of the perturbations. The vertical momentum transfer tends to intensify the shear of the basic flow when a perturbation is transverse, while it reverses for a longitudinal perturbation whose wavelength in the direction parallel to the basic flow is longer than that in the direction perpendicular to the basic flow.

1. Introduction

Jeffreys (1928) suggested that a constant shear flow in an unstably stratified fluid stabilizes all modes of perturbations in a vertical plane parallel to the flow except for one mode of infinite wavelength. Then he conjectured that convective disturbance occurs in strips instead of in the symmetrical Bénard cells. His conjecture was supported by laboratory experiments on thermal convection in a shear flow performed by Terada (1928), Graham (1934) and Chandra (1938). A theoretical study of hydrodynamic stability of a stratified plane Couette flow has been made by Taylor (1931), Case (1960), Dyson (1960), Riis (1962) and others. They concluded that a stably stratified Couette flow is hydrodynamically stable. Kuo (1963) extended the theory to a plane Couette flow in an unstably stratified fluid layer and proved Jeffreys' conjecture. Based on perturbation analysis, Kuo concluded that the preferred mode of perturbation is roll-type convection parallel to the basic flow.

Asai (1964) made a numerical experiment on thermal convection and the related energy conversion. Asai showed that the axis of convection cells tilts toward the shear with height. This results in the interaction between the convective motion and the basic flow which transforms the kinetic energy of convection into that of the basic flow through upward transport of horizontal momentum against vertical shear, i.e., counter-gradient momentum transport. Thus, vertical shear tends to suppress development of convection in a vertical plane parallel to the basic flow. Moreover, the discrepancy which develops between the central axes of an ascending region and of a warm region of convection reduces the conversion of potential to kinetic energy which is a principal cause of the development of convection. This result is, however, restricted to two-dimensional convection along the basic flow. In contrast to
the predominantly one-way flow of energy toward higher wavenumber in three-dimensional turbulence, energy is cascaded toward higher wavenumber in three-dimensional turbulence, energy is cascaded toward lower wavenumbers in two-dimensional turbulence (e.g., Lilly, 1969). The tendency to convert perturbation kinetic energy into mean flow kinetic energy may be regarded as an example of a general result of two-dimensional turbulence. Therefore, we cannot rule out the possibility that the conclusion obtained above might be peculiar to a two-dimensional convection. In dealing with three-dimensional convection in a nonlinear hydrodynamic system, we shall still encounter some practical difficulties. A perturbation analysis of a three-dimensional convection is useful because it affords an insight into the dynamical processes involved in a thermal convection in a shear flow.

Recently, Deardorff (1965), Gallagher and Mercer (1965), Ingersoll (1966) and Asai and Nakasuji (1968) analyzed the full sixth-order stability problem numerically instead of Kuo’s incomplete treatment on diffusion terms. Then they showed neutral stability curve for various ranges of some physical parameters such as Rayleigh number, Reynolds number, Prandtl number and horizontal wavenumber of a perturbation. In this paper we will extend the previous papers (Asai and Nakasuji, 1968) by examining in detail the structure of the unstable perturbation and the associated energy conversion.

2. Basic equations

Consider a horizontal fluid layer which is bounded above and below by horizontal planes at z=0 and z=h, respectively (see Fig. 1). The coordinate axes x and y lie in a horizontal plane, while z is the vertical axis. In the undisturbed condition, the distributions of temperature and velocity in the fluid depend linearly on z, i.e.,

$$\bar{u} = u_0 + A z$$  \hspace{1cm} (2.1)

$$\bar{T} = T_0 - G z$$  \hspace{1cm} (2.2)

where $G(= -\partial T/\partial z)$ is the constant lapse rate of the temperature and $A(= \partial \bar{u}/\partial z)$ is the constant vertical shear of the basic flow which is taken to be parallel to the x axis. $T_0$ and $u_0$ are the temperature and the velocity at z=0. The relationship between temperature $\bar{T}$ and density $\rho$ is expressed by

$$\frac{\partial \bar{\rho}}{\partial z} = -\bar{\rho}$$  \hspace{1cm} (2.3)

where $\bar{\rho}$ is the thermal expansion coefficient and $\rho_0$ is the density at z=0. The pressure $\bar{p}$ can be derived from the hydrostatic equation

$$\frac{\partial \bar{p}}{\partial z} = \bar{g} \bar{\rho}$$  \hspace{1cm} (2.4)

where $\bar{g}$ is the acceleration due to gravitational force.

The linearized equations governing small amplitude perturbation motions under the Boussinesq approximation may be written as follows:

$$\frac{\partial u'}{\partial t} + \bar{u} \frac{\partial u'}{\partial x} + w' \frac{\partial u'}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p'}{\partial x} + \nu \bar{\rho}^{2} u'$$  \hspace{1cm} (2.5)

$$\frac{\partial v'}{\partial t} + \bar{u} \frac{\partial v'}{\partial x} + w' \frac{\partial v'}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p'}{\partial y} + \nu \bar{\rho}^{2} v'$$  \hspace{1cm} (2.6)

$$\frac{\partial w'}{\partial t} + \bar{u} \frac{\partial w'}{\partial x} + \bar{T}' \frac{\partial w'}{\partial z} = -\frac{1}{\rho_0} \frac{\partial p'}{\partial z} + \nu \bar{\rho}^{2} w' + g \alpha T' + \nu \bar{\rho}^{2} w'$$  \hspace{1cm} (2.7)

$$\frac{\partial \bar{T}'}{\partial t} + \bar{u} \frac{\partial \bar{T}'}{\partial x} + w' \frac{\partial \bar{T}'}{\partial z} = \kappa \bar{\rho}^{2} \bar{T}'$$  \hspace{1cm} (2.8)

where $u'$, $v'$, $w'$, $T'$ and $\bar{p}'$ are the velocity components in the x, y, and z directions, the temperature and the pressure of a perturbation, respectively, $\kappa$ is the coefficient of kinematic viscosity, $\kappa$ is the coefficient of thermometric conductivity, and $\bar{\rho}^{2}$ denotes the three-dimensional Laplacian operator.

Eliminating $u'$, $v'$, and $\bar{p}'$ from (2.5) to (2.8),
we can reduce (2.5) to (2.9) to the following two equations for \( w' \) and \( T' \):

\[
\left( \frac{\partial}{\partial t} + \bar{u} \frac{\partial}{\partial x} + \nu \frac{\partial^2}{\partial x^2} - \nu \frac{\partial^2}{\partial y^2} \right) p^2 w' - \varphi \rho^2 n T' = 0
\]

\[
\left( \frac{\partial}{\partial t} + \bar{u} \frac{\partial}{\partial x} - \nu \frac{\partial^2}{\partial x^2} \right) \nabla T' - \Gamma w' = 0
\]  

(2.11)

where

\[
\nabla^2_H \equiv \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}
\]

On the other hand, differentiating (2.5) with respect to \( y \), (2.6) with respect to \( x \), and taking the difference, we can derive the equation for the vertical component of vorticity:

\[
\frac{\partial^2 \zeta'}{\partial t^2} + \bar{u} \frac{\partial \zeta'}{\partial x} - \varphi \rho^2 \nabla \zeta' = \nu \nabla^2_H \zeta'
\]

(2.12)

where

\[
\zeta' = \frac{\partial w'}{\partial x} - \frac{\partial u'}{\partial y}
\]  

(2.13)

Since we can write

\[
\nabla^2_H w' = - \frac{\partial^2 w'}{\partial x^2} - \frac{\partial^2 w'}{\partial y^2}
\]

(2.14)

and

\[
\nabla^2_H v' = \frac{\partial^2 v'}{\partial x^2} - \frac{\partial^2 v'}{\partial y^2}
\]  

(2.15)

with the aid of (2.8) and (2.13), the horizontal component of motion can also be obtained.

\section{Boundary conditions}

We assume both the upper and lower boundary surfaces are fixed and smooth. This means that both the normal components of velocity and the tangential stresses must vanish at the boundaries, i.e.,

\[
w' = \frac{\partial^2 w'}{\partial x^2} = \frac{\partial^2 w'}{\partial z} = 0 \quad \text{at} \quad z = 0 \quad \text{and} \quad H
\]  

(3.1)

Furthermore, the constant temperatures are assumed to be maintained at both the upper and lower boundaries, respectively:

\[
T' = 0 \quad \text{at} \quad z = 0 \quad \text{and} \quad H
\]  

(3.2)

\section{Formulation of the problem}

Now we take solutions of the form

\[
\left( \begin{array}{c} w' \\ T' \\ \zeta' \\ w' \\
\end{array} \right) = \exp \left( i(k_x x + k_y y) + \sigma t \right)
\]

(4.1)

where \( k_x \) and \( k_y \) are the wavenumbers in the \( x \) and \( y \) directions, respectively. A real part of the frequency \( \sigma \) denotes an amplification rate.

Let us define the following dimensionless quantities denoted by the superscript*:

\[
\begin{align*}
\bar{u} &= \bar{u}^* \bar{h} \\
Z &= Z^* A \\
\theta &= \theta^* \bar{h}
\end{align*}
\]

(4.2)

Substituting (4.1) into (2.10), (2.11), (2.12), (2.13), and (2.15) and using (4.2), we obtain

\[
\begin{align*}
\sigma^* + i R_e \frac{k_x^* k_x}{k_y^*} - \left( \frac{d^2}{d z^2} - k_y^* \right) & \bar{w} + P_r \frac{1}{k_y^*} = 0 \\
\sigma^* + i R_e \frac{k_y^* k_x}{k_y^*} - P_r \frac{1}{k_y^*} & \bar{w} - \bar{w} = 0
\end{align*}
\]

(4.3)

\[
\begin{align*}
\sigma^* + i R_e \frac{k_x^* k_x}{k_y^*} - \left( \frac{d^2}{d z^2} - k_y^* \right) & Z* - i k_y^* W* = 0 \\
U^* & = i k_y^* \left( k_x^* \frac{d W*}{d z} + R_e k_y^* Z* \right)
\end{align*}
\]

(4.4)

\[
V^* = i k_y^* \left( k_x^* \frac{d W*}{d z} - R_e k_x^* Z* \right)
\]

(4.5)

where \( k_y^2 = k_x^2 + 4 \), \( P_r = \nu \kappa \) (Prandtl number), \( R_e = \frac{a \alpha \Gamma h^4}{k^2} \) (Rayleigh number), and \( R_e = \frac{A h^2}{\nu} \) (Reynolds number). In deriving the above equations, we used the relationship \( \bar{u}^* = \bar{z}^* \), which can be obtained assuming \( \bar{u}_0 = 0 \). The Richardson number \( R_i = \frac{a \alpha \Gamma h^2}{k} \) will be adopted instead of \( R_e \), which is related to the other dimensionless parameters in the form \( R_e = (R_i/R_e)^{1/2} \). Note that \( \bar{R}_i \) defined here has a sign opposite from that customarily used.

Dimensionless forms corresponding to the boundary conditions (3.1) and (3.2) are

\[
W^* \frac{d^2 W*}{d z^2} + \frac{d Z^*}{d z} = 0 \quad \text{at} \quad z^* = 0 \quad \text{and} \quad 1
\]

(4.8)
\[ \Theta^* = 0 \text{ at } z^* = 0 \text{ and } 1 \]  

(4.9)

5. Numerical procedure

The system of ordinary differential equations (4.3) and (4.4) is transformed to a set of algebraic equations by approximating the derivatives of \( W^* \) and \( \Theta^* \) with respect to \( z^* \) by finite differences. A frequency equation is then derived under the condition of a nonzero value for \( W^* \) and \( \Theta^* \).

Asai and Nakasuji (1968) showed that a solution of good accuracy would be obtained using a rather small number of grid points in the layer, in particular, for a perturbation of the lowest mode in the vertical which would be of primary interest here.

In the present paper, we will proceed to a further calculation to solve the eigenvectors \( W^* \) and \( \Theta^* \) for each eigenvalue \( \sigma^* \). Then \( Z^* \) can be obtained by solving (4.5) and \( U^* \) and \( V^* \) can be determined from (4.6) and (4.7). The numerical method to solve (4.3) to (4.7) is summarized in the Appendix.

Using the solution obtained above, we can investigate the structure of perturbations and the related energy conversion processes, as well as stability characteristics. In the following, the Prandtl number, \( P_r \), is assumed to be 7 which is nearly equal to the one for water at s.t.p. A 16-layer representation is used for the numerical calculation, unless specifically stated otherwise (see Appendix).

6. Stability characteristics and structure of unstable perturbations

First, the amplification rate of unstable perturbations will be examined for different values of some parameters relevant to stability properties. Figure 2 shows the amplification rate as a function of the Richardson number \( R_i \) and the dimensionless vectorial horizontal wavenumber of the perturbation \( k^* \). Another representation of stability characteristics is made in Fig. 3 in which variations of the amplification rate with \( k^* \) are shown for different values of \( R_i \). Both are for the case of \( Ra = 10^5 \) and \( k_x^* = k_y^* \). As seen in Figs. 2 and 3, there is a preferred perturbation for which the amplification rate attains a maximum for a given value of \( R_i \) and the preferred perturbation shifts its wavenumber slightly toward a larger value with an increase of \( R_i \). The neutral curve, at which the amplification rate is zero, shows two cut-off

---

Fig. 2. Amplification rate of perturbation as a function of the Richardson number \( R_i \) (ordinate) and the wavenumber \( k^* \) (abscissa). Solid lines are isopleths of amplification rate (in units of 10), dash-dotted line indicates the maximum amplification rate, and dotted line separates the stationary unstable perturbation from the transitive one.

Fig. 3. Variation of amplification rate of perturbation with the wavenumber \( k^* \) for different values of \( R_i \). Broken lines denote stationary unstable perturbation of higher mode. The numeral labelled at each curve denotes the value of \( R_i \). Others are the same as in Fig. 2.
ends of instability, one at a small wavenumber and the other at a large wavenumber. As the value of \( R_i \) increases, the amplification rate increases and tends to approach the one for \( R_i = 10^5 \) which actually may be regarded as the case of no shear. On the other hand, no unstable perturbation exists when \( R_i \) is smaller than a certain critical value. It is evident that the shear of the basic flow exerts an influence on reducing development of a perturbation. The stability characteristics described above are quite similar to those obtained for the smaller value of \( R_a \) (Asai and Nakasugi, 1968).

It is, however, worth mentioning that the instability domain in Figs. 2 and 3 can be divided into two portions having different characteristics, as indicated by the dotted line. One is the region of longer waves in which a preferred perturbation exists, and the other is the region of shorter waves in which the variation of amplification rate with wavenumber is relatively small. The characteristic difference between the two types is shown more clearly in Fig. 4 which illustrates the phase velocity of an unstable perturbation as a function of wavenumber for different values of \( R_i \). The ordinate indicates the phase velocity of an unstable perturbation in the \( x \) direction, \( c \), relative to the basic flow velocity at the midlevel \( \bar{u}_{1/2} \). Here \( c = -\frac{\sigma_x}{k_x} \), and \( \sigma_i \) denotes an imaginary part of \( \sigma \). While the longer unstable perturbation moves at the velocity \( \bar{u}_{1/2} \), the shorter unstable perturbations consisting of two solutions propagate at the same speed in the opposite direction relative to the basic flow at the midlevel. Following Kuo (1963), the longer unstable perturbation is hereafter referred to as a stationary unstable perturbation and the shorter ones are called transitive unstable perturbations. When the thermal stratification is less unstable (in other words the Rayleigh number is smaller), the transitive unstable perturbations vanish.

As shown in Fig. 3, one or more other stationary unstable waves may appear as \( R_i \) increases. They are characterized by a smaller amplification rate and a higher mode in the vertical. They seem to be insignificant for the present linear stability theory because the most unstable perturbation of the lowest mode is of primary importance.

![Fig. 4. Phase velocity of unstable perturbation relative to the basic flow at the midlevel as a function of the wavenumber \( k^* \) for different values of \( R_i \).](image)

Fig. 4. Phase velocity of unstable perturbation relative to the basic flow at the midlevel as a function of the wavenumber \( k^* \) for different values of \( R_i \). The ordinate indicates the phase velocity of an unstable perturbation in the \( x \) direction, \( c \), relative to the basic flow velocity at the midlevel \( \bar{u}_{1/2} \). Here \( c = -\sigma_i/k_x \), and \( \sigma_i \) denotes an imaginary part of \( \sigma \). While the longer unstable perturbation moves at the velocity \( \bar{u}_{1/2} \), the shorter unstable perturbations consisting of two solutions propagate at the same speed in the opposite direction relative to the basic flow at the midlevel. Following Kuo (1963), the longer unstable perturbation is hereafter referred to as a stationary unstable perturbation and the shorter ones are called transitive unstable perturbations. When the thermal stratification is less unstable (in other words the Rayleigh number is smaller), the transitive unstable perturbations vanish.

We now examine the structures of both the stationary and the transitive unstable perturbations. Figures 5 (a) and (b) show distributions of vertical velocities and temperatures of two types of perturbations in a vertical plane parallel to the basic flow, respectively, for the case of \( R_a = 10^5 \) and \( R_i = 1 \): (a) is the stationary unstable perturbation

![Fig. 5. Contours of vertical velocity (solid line) and temperature (broken line) of unstable perturbations in the \( x-z \) plane for the case of \( R_a = 10^5 \) and \( R_i = 1 \). The ordinate indicates the dimensionless height and the abscissa the phase angle in the \( x \) direction.](image)

We now examine the structures of both the stationary and the transitive unstable perturbations. Figures 5 (a) and (b) show distributions of vertical velocities and temperatures of two types of perturbations in a vertical plane parallel to the basic flow, respectively, for the case of \( R_a = 10^5 \) and \( R_i = 1 \): (a) is the stationary unstable perturbation
Fig. 6. Vertical profiles of amplitude and phase angle of vertical velocity are shown by thick and thin solid lines, respectively, and those of temperature by thick and thin broken lines respectively. Arrow denotes the steering level. (a) and (b) are the same as in Fig. 5.

Fig. 7. Vertical profiles of vertical transports of heat (solid line) and horizontal momentum $u$ (broken line). (a) and (b) are the same as in Fig. 5.

for $k_x^* = k_y^* = 1$ ($k^* = \sqrt{2}$), which is nearly a preferred mode, and (b) is a transitive unstable perturbation for $k_x^* = k_y^* = 3$ ($k^* = 3\sqrt{2}$). The ordinate indicates the dimensionless height, and the abscissa indicates the phase angle in the $x$ direction. Contours of vertical velocity and temperature are shown by solid and broken lines, respectively. A central axis of ascending motion, denoted by a thick solid line, tilts with height in the direction of the basic flow. The tilt of an axis of warm air denoted by a thick broken line is large compared with that of the ascending motion. Nevertheless, the warm core coincides with maximum ascending motion and the cold core with maximum descending motion. As far as these features of unstable perturbation are concerned, there is no significant difference between the present linear theory and the non-linear numerical experiment (Asai, 1964).

For the stationary perturbation, ascending warm cores, as well as descending cold cores, are located at the midlevel but for the transitive perturbation the locations of the cores are different. These circumstances are clearly illustrated in Figs. 6 (a) and (b) which show vertical distributions of vertical velocities and temperatures for both perturbations. The vertical profile of the amplitude of vertical velocity and that of temperature are asymmetric about the midlevel for the transitive perturbation. The maximum amplitude is located lower than the midlevel. The other of a set of two transitive perturbations not shown here is exactly symmetrical about the midlevel with the one shown here. The “steering level,” denoted by an arrow, at which the basic flow is coincident with the phase velocity of a perturbation, is also
at the level of maximum amplitude for the transitive perturbation. Figures 7 (a) and (b) show vertical profiles of vertical transports of heat and horizontal momentum (u) by solid and broken lines, respectively. As could be expected from the structure described above, we can observe upward heat transport at every level for the stationary unstable perturbation and mainly in lower levels for the transitive unstable perturbation (see Fig. 7). Averaged over the whole layer, both the perturbations transport heat upward and transform potential energy into kinetic energy of the perturbations. The downward transfer of momentum is shown for each case. This is opposite from the result obtained by Asai (1964) in the numerical experiment for a two-dimensional convection parallel to the basic flow. The momentum transfer and the related properties of perturbations will be discussed in the next section.

7. Vertical momentum transfer and energy conversion

Let us describe the energy conversion mechanism of the problem. The equation for kinetic energy of perturbations can be derived from (2.5), (2.6), and (2.7) by making use of (2.8) and (3.1) as follows:

\[ \frac{\partial}{\partial t} \langle K' \rangle = g \alpha \langle T' w' \rangle - \Lambda \langle u' w' \rangle - \nu \langle \xi'^2 + \eta'^2 + \zeta'^2 \rangle \]  

(7.1)

where \( K' \) is the kinetic energy of perturbation which is defined as \( K' = \frac{1}{2} (u'^2 + v'^2 + w'^2) \) and \( \xi', \eta' \) and \( \zeta' \) are the x, y, and z components of perturbation vorticity, respectively. Angular brackets \( \langle \rangle \) denote an average over a volume bounded by the planes \( z=0 \) and \( z=h \) and by one wavelength in the x and y directions respectively. Let us define kinetic energy of the mean flow \( \bar{K} \) and potential energy \( P \) as follows:

\[ \bar{K} = \frac{1}{2} \bar{u}^2 \quad \text{and} \quad P = -g \alpha z T \]

The first term of the right-hand side of (7.1), \( g \alpha \langle T' w' \rangle \), indicates the conversion between the potential energy and the kinetic energy of perturbation, while the second term, \( \Lambda \langle u' w' \rangle \), indicates the conversion between the kinetic energy of the mean flow and that of the perturbation. They will be denoted by:

\[ g \alpha \langle T' w' \rangle = \langle K' \rangle \]

and

\[ \Lambda \langle u' w' \rangle = \langle K' \rangle - \frac{g \alpha \langle T' w' \rangle}{\bar{K}} \]

(7.2)

The last term of the right-hand side of (7.1) expresses dissipation due to viscous friction. Our primary concern here is with the conversion processes between the kinetic energies of the mean flow and perturbation which may change its features drastically with changes in the configuration of the perturbation. In the preceding sections, however, our discussion was restricted to the perturbations of \( k_x = k_y \). Now our discussion is extended to the perturbation of transverse and longitudinal modes. Figure 8

![Fig. 8. Variations of vertical momentum transfer \( \langle U^* W^* \rangle \) (solid line) and amplification rate of perturbation \( \sigma^* \) (broken line) with the ratio between the wavenumbers in the x and y directions, \( k_y/k_x \), for different values of \( R_i \). The numeral labelled at each curve denotes the value of \( R_i \). These are for the case of \( R_a = 10^4 \) and \( k^* = 2 \).](image)

\[ \langle U^* W^* \rangle \equiv \langle P, K' \rangle \]

and

\[ \Lambda \langle u' w' \rangle = \langle K' \rangle - \frac{g \alpha \langle T' w' \rangle}{\bar{K}} \]

(7.2)

\[ \frac{\partial}{\partial t} \langle \theta^* W^* \rangle + \frac{1}{2} \langle U^* W^* \rangle \equiv \langle K' \rangle \]
shows variations of vertical momentum transfer, $\langle U^* W^* \rangle$, and amplification rate $\sigma^*$ with the ratio of the wavenumber in the $y$ direction to that in the $x$ direction, ($k_y/k_x$). Vertical momentum transfer is indicated by a solid line and the amplification rate by a broken line for different values of $R_i$. This is for the case of $Ra=10^4$ and $k^*=2$. A decreasing value of $R_i$ results in a reduction of the amplification rate of a transverse perturbation for which $k_y/k_x<<1$, whereas little difference in the amplification rate of a longitudinal perturbation characterized by $k_y/k_x>>1$ is found among the cases with different values of $R_i$. Since a small Richardson number corresponds to a large shear of the basic flow, it is evident that the shear is effective in suppressing development of a transverse perturbation, but this is not the case for a longitudinal one. On the other hand, it is shown in Fig. 8 that vertical transfer of momentum is upward against the shear for smaller values of $k_y/k_x$, while it is downward for larger values of $k_y/k_x$. This indicates that a transverse perturbation ($k_y/k_x<<1$) results in transforming the kinetic energy of the perturbation to that of the mean flow through upward transfer of horizontal momentum against the shear. This is exactly what Asai (1964) concluded for a two-dimensional thermal convection in a vertical plane parallel to the mean flow with vertical shear for which $k_y/k_x$ tends to zero. On the contrary, for a longitudinal perturbation, i.e., $k_y/k_x>>1$, the kinetic energy of the mean flow is converted to that of the perturbation through downward transfer of horizontal momentum.

Since the energy conversion processes are closely related to the structure of perturbation, each perturbation flow pattern may be expected to be different from the others. Figures 9 (a) and (b) show contours of vertical velocity $u$ (broken lines) and the $x$ component of horizontal velocity $u$ (solid lines) in a vertical plane parallel to the basic flow for two cases: (a) is the case of $k_y/k_x=0.1$ as an example of transverse perturbation, and (b) is the case of $k_y/k_x=10$ as an example of longitudinal perturbation. The Richardson number is fixed at unity and again $Ra=10^4$ and $k^*=2$ for both cases. Stationary unstable perturbations appear for both the cases. The warm axis (thick dotted line) and the cold axis (thin dotted line) are inserted in Figs. 9 (a) and (b) to form a general picture of the temperature field. The most remarkable feature is that the pattern of vertical velocity is in phase with that of the $x$ component of velocity $u$ for the transverse perturbation, whereas they are out of phase with each other for the longitudinal perturbation. These features agree with the vertical momentum transfer mentioned above.

Taking into account the distribution of the $y$ component of velocity $v$ not shown here, as well as $w$ and $u$, we can draw a three-dimensional flow pattern of perturbation. Typical streamlines are schematically illustrated by thick solid lines with arrows in Figs. 10 (a) and (b) for both the perturbations. Projections of the streamlines on the $x-y$ plane, the $x-z$ plane, and the $y-z$ plane are also shown on the respective planes. The most significant difference between the cases can be found in their streamline pattern projected on the $x-z$ plane. The streamline pattern tilts with height toward the shear for the transverse perturbation, as is expected from the result of the two-dimensional convection. The longitudinal perturbation tilts against the shear with height. 

![Image](image_url)
by release of the potential energy contained in the unstably stratified fluid layer through upward heat transport regardless of the difference in the modes of perturbations. The energy flows associated with the perturbations of two modes are summarized in Fig. 11. Making use of the dimensionless quantities defined by (4.2), we can rewrite the energy transformation terms (7.2) as follows:

$$
\langle P, K' \rangle = g \alpha T \nu \langle \Theta^* W^* \rangle,
$$

$$
\langle K', K \rangle = \nu^2 \alpha h^{-2} A \langle U^* W^* \rangle
$$

Then the ratio between the two terms is:

$$
\frac{\langle K', K \rangle}{\langle P, K' \rangle} = \left( \frac{P}{R_e R_l} \right)^{1/2} \frac{\langle U^* W^* \rangle}{\langle \Theta^* W^* \rangle},
$$

$$
= \frac{P_r R_e}{R_a} \frac{\langle U^* W^* \rangle}{\langle \Theta^* W^* \rangle}
$$

(7.4)

If \( \langle P, K' \rangle \) is normalized to unity in the examples of both transverse (a) and longitudinal perturbations (b), the values of \( \langle K', K \rangle \) become

$$
\langle K', K \rangle = 0.23 \quad \text{for (a)}
$$

$$
\langle K', K \rangle = -0.75 \quad \text{for (b)}
$$

Reduction in the value of the Richardson number increases the magnitude of \( \langle K', K \rangle \). The conversion of potential energy to the kinetic energy is usually larger than that between the kinetic energies of the mean flow and the perturbation. The latter mechanism, however, plays an important role in determining a preferred mode of perturbation. Finally, it should be noted that the longitudinal perturbation, which is most favorable for development, inevitably results in a three-dimensional motion.

8. Conclusions

Three-dimensional features of perturbation in an unstably stratified plane Couette flow were investigated by solving numerically a system of linearized Boussinesq equations. Our main concern is with the dynamical structure and the associated energy conversion of the stationary unstable perturbation of the lowest mode in the vertical which is of primary importance for thermal convection.

Conversion between kinetic energy of the basic flow and that of the perturbation through vertical transfer of horizontal momentum takes place as
well as conversion of potential energy to kinetic energy which results from upward heat transfer. In particular, vertical transfer of horizontal momentum depends crucially on the three-dimensional structure of the perturbation. It is upward against the shear of the basic flow and results in transforming the kinetic energy of the basic flow to that of the perturbation for a transverse perturbation. For a longitudinal perturbation, it is downward and transforms the kinetic energy of the basic flow to that of the perturbation. Thus it is suggested that a two-dimensional thermal convection in the vertical plane parallel to the basic flow will result in the vertical momentum transfer peculiar to a transverse perturbation which tends to intensify the shear of the basic flow. The logitudinal perturbation, which is most favorable for development, naturally leads to a three-dimensional motion.
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Appendix

Numerical Procedure to Solve the Differential Equations

The set of linear ordinary differential equations with variable coefficients (4.3) and (4.4) is transformed to a set of algebraic equations by using finite-difference analogues and then is solved numerically. The fluid layer with a depth of unity is divided into \( n \) sublayers of equal thicknesses as shown in Fig. 12. The vertical derivative of, for example, \( W_1^* \) at the \( l \)th level is approximated by the centered difference quotient, i.e.,

\[
\frac{dW_i^*}{dz} \approx \frac{n}{2}(W_{i+1}^*-W_{i-1}^*) \quad (A.1)
\]

Employing (A.1), we can reduce (4.3) and (4.4) at \( l \)th level to the following set of homogeneous algebraic equations:

\[
\begin{align*}
&l = n+1 \\
n-1 & \quad Z^* = 1 \\
n-2 & \quad (n-1)/n \\
2 & \quad 2/n \\
1 & \quad 1/n \\
0 & \quad 0 \\
\end{align*}
\]

![Fig. 12 A representation of the \( n \)-layer model for finite differencing.](image)

\[
\begin{align*}
-n^4W_{l-2}^* + C_lW_{l-1}^* - D_lW_l^* + C_{l+1}W_{l+1}^* &= 0 \\
-n^4W_{l+2}^* + P_{l+1}^*R_{l+1}kx\theta_{l+1}^* &= 0 \\
W_l^* + n^2P_{l-1}^*\theta_{l-1}^* - E_l\theta_l^* &= 0 \\
+ n^2P_{l-1}^*\theta_{l-1}^* &= 0
\end{align*}
\]

where

\[
\begin{align*}
C_l &= i\pi^2R_i^2kx^2z_l^* + 4n^4 + 2n^2k^*2 + n^2\sigma^* \\
D_l &= i\pi(2n^2 + k^*2)kx^2z_l^* + 6n^4 + 4n^2k^*2 + k^*4 + (2n^2 + k^*2)\sigma^* \\
E_l &= i\pi R_i^2kx^2z_l^* + P_{l+1}^*(2n^2 + k^*2) + \sigma^*
\end{align*}
\]

The conditions (4.8) and (4.9) at the upper and the lower boundaries which correspond to \( l = n \) and 0 respectively are reduced to

\[
\begin{align*}
W_0^* &= W_n^* = 0 \\
W_{l-1}^* + W_{l+1}^* &= 0 \\
W_{n-1}^* + W_{n+1}^* &= 0 \\
\theta_0^* &= \theta_n^* = 0
\end{align*}
\]

The set of finite-difference equations (A.2) and (A.3) constitutes \( 2(n-1) \) linear equations in \( 2(n-1) \) unknown variables \( W_i^* \) and \( \Theta_l^* \) \( (l=1, 2, \ldots, n-1) \) and may be written in matrix form,

\[
(A-B\theta*)X = 0
\]

where \( X \) is the vector of the eigenfunction solution for \( W^* \) and \( \Theta^* \), and \( A \) and \( B \) are matrices with complex elements. Multiplying (A.5) by the inverse of \( B \), we obtain

\[
(B^{-1}A - \sigma^*I)X = 0
\]

where \( I \) is the unit matrix and \( B^{-1} \) is the inverse of \( B \). Thus the differential equations (4.3) and (4.4) were transformed to the algebraic equation (A.6). Provided that \( X \) is to be a non-zero solution, the determinant of the matrix \( (B^{-1}A - \sigma^*I) \)
must vanish, i.e.,
\[ |B^{-1}A - \sigma^* I| = 0 \]  
(A.7)

This yields the frequency equation for \( \sigma^* \) which may be complex. A real value of \( \sigma^* \) would mean an amplification rate of the perturbation amplitude. After determining \( \sigma^* \), the eigenvector for \( W^* \) and \( \phi^* \) can be obtained and is unique except for an arbitrary constant of multiplication. The eigenvalues and corresponding eigenvectors for \( W^* \) and \( \phi^* \) were calculated by the QR transformation (Francis, 1961 and 1962) and inverse iteration (Wilkinson, 1965), respectively.

In order to derive the horizontal components of velocity, the vorticity equation (4.5) will be solved in the same fashion as for (4.3) and (4.4). Replacing derivatives by finite-difference quotients, we can reduce the vorticity equation (4.5) and the boundary condition (4.8) to
\[
n^2 Z_{l-1}^* - (\sigma^* + i R_1 k_z^* Z_l^* + 2 n^2 + k_{nl}^2) Z_l^* \\
+ n^2 Z_{l+1}^* = -i k_y^* W_l^* 
\]  
(A.8)

and
\[
Z_{l-1}^* - Z_{l}^* = 0 \\
Z_{n-1}^* - Z_{n+1}^* = 0
\]  
(A.9)

Making use of \( W_l^* \) and (A.9), we can solve the \((n+1)\) simultaneous equations (A.8) in \( Z_l^* (l = 0, 1, \ldots, n) \). Then the horizontal components of velocity can be obtained as follows:
\[
U_l^* = i k^* - 2 \left\{ R_1 k_y^* Z_l^* + \frac{n}{2} k_{x}^* (W_{l+1}^* - W_{l-1}^*) \right\} 
\]  
(A.10)

\[
V_l^* = -i k^* - 2 \left\{ R_1 k_y^* Z_l^* - \frac{n}{2} k_{y}^* (W_{l+1}^* - W_{l-1}^*) \right\} 
\]  
(A.11)

Let us discuss the basis for choosing a suitable number of subdivisions, \( n \), to solve the present problem numerically. Figure 13 shows the variation of calculated amplification rate with \( n \) for \( R_a = 10^5 \) and \( R_l = 1 \). The dashed line is for the case of \( k_x^* = k_y^* = 1 \) in the stationary unstable domain as seen in Fig. 2. The calculated amplification rate shows convergence close enough to a value after such a small number as \( n = 6 \). On the other hand, the solid line is the case of \( k_x^* = k_y^* = 3 \) for a transitive unstable perturbation. Although the calculated amplification rate shows convergence, a larger number of subdivisions appears to be required for obtaining the converging solution for the transitive unstable perturbation than that for the stationary one. This may be understood from the difference in the vertical structures of both perturbations as shown in Fig. 6. It is also shown in Fig. 13 that some additional “false” solutions are obtained when a very small number of subdivisions is used. Thus, we have selected \( n = 16 \) in this study.
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平面 Couette 流中の熱対流の 3 次元的性状

浅 井 富 雄

米国大気科学研究センター

Boussinesq 近似にもとづく摂動方程式を差分近似法により数値的に解いて、不安定成層の平面 Couette 流中で発現する熱対流の性状を調べた。まず流れの安定性を摂乱の水平波長、Richardson 数等について示す。一様なシヤーをもつ流れは一般に摂乱の発達を抑制する効果をもち、その効果は波長の短いほど、又流れに直角な方向の波長が平行な方向の波長に比して長い——transverse モード——ほど著しい。一方流れに平行な方向の波長が直角な方向の波長に比して長く——longitudinal モード——なるにつれシヤー流の抑制作用は減じ、流れに完全に平行な roll 状の対流はシヤーの抑制作用を全く受けて増幅率の最も大きい所謂 preferred モードとなる。Rayleigh 数が大きくなると、基本流の平均速度で伝播する不安定波の他に波長のより短い前線と遅った伝播速度をもつ不安定波が現れるが、その増幅率は前線に比して小さい、これらは異なる解法により得られた Kuo (1963) その他の結論と一致する。

以上の予備的調査にもとづいて、平均流で移動する波長の長い不安定波（熱対流にとって主要なモード）の構造やそれに伴うエネルギー変換について考察する。対流による熱の鉛直輸送に伴う位置エネルギーから運動エネルギーへの転換の他に、水平運動量の鉛直輸送に伴い基本流と摂乱の間に運動エネルギーの変換が生ずる。特に運動量の鉛直輸送は摂乱の 3 次元構造に強く依存する。摂乱が transverse モードの場合、水平運動量は基本流のシヤーに抗して輸送——counter gradient transfer——され、従って摂乱の運動エネルギーから基本流のそれに転換される。この極端な場合が基本流に平行な鉛直面内の 2 次元対流で、著者（1964）の数値実験はこの結果を裏づけている。他方 3 次元運動を伴う longitudinal モードの摂乱は transverse モードのそれとは逆に運動量を輸送する、即ち基本流から摂乱へ運動エネルギーを転換する。そしてシヤー流中ではこの longitudinal の 3 次元対流が preferred モードである。